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ABSTRACT

This thesis presents a three-sector finance-extended endogenous growth model

with constant returns to scale in renewable natural resource production in

combination with physical and technological capital. The purpose of this the-

sis is to provide a theoretical framework that investigates whether and how

financial institutions impact capital accumulation, output productivity and

economic growth through the channel of renewable natural capital. Sound

financial institutions improve savings and investments and also effectively al-

locate resources in capital producing ventures that in return enhance output

productivity and stimulate economic growth. In this model, renewable natu-

ral capital will be used in the production of the final consumption good and

the technological capital. I will solve the model along balanced growth path

(BGP) and further discuss stability analysis and transitional dynamics of my

model. I have found that renewable natural capital and technological capital

accumulation positively depend on financial development therefore developing

economies with a well developed financial sector display higher output growth

and reach to the global frontier at a faster rate.
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INTRODUCTION

In economic growth literature, factor that result in the differences in countries’

growth rates has always been a core question. Technology is the mainspring of

long run economic growth and therefore it is a fundamental factor for countries’

growth differences [Aghion and Howitt (2005)]. Both Klenow and Rodriguez-

Clare (1997) and Easterly and Levine (2001) empirically estimated growth

rates differences and concluded that most of the variation in countries’ growth

rates is attributable to differences in total factor productivity rather than fac-

tor accumulation. Easterly and Levine (2001) further concluded that countries

tend to have stable factor accumulation but still vary in long run growth be-

cause of technology that cause differences in productivity growth. However

according to Aghion et al. (2005), the differences in productivity growth are

not only caused by technology but also because of other factors that include:

institutions and geographical location. Empirically, it can be concluded that

differences in countries’ growth rates are due to differences in productivity

growth caused by three main factors: technology, institutions and geograph-

ical location. The purpose of this thesis is therefore to build an endogenous

growth model that incorporates these factors. Financial institutions are the

most important channel through which resources are directed towards tech-

nological intensive production that stimulates productivity growth [Aghion et

al. (2005); Aghion and Howitt (2008); Agn (2011); Ilyina and Samaniego

(2011)].

In empirical literature, financial institutions and economic growth have a

puzzling relationship. For the purpose of examining the impact of finance on
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economic growth, financial institutions are often characterized in two broad

categories. Firstly, financial institutions as the facilitator which performs

intermediation activities and secondly financial institutions as the financial

center which performs both intermediation and non-intermediation activities

[Beck et al. (2014)]. According to pioneer work by Pagano (1993), finan-

cial intermediaries contribute towards more effective distribution of resources

and hence promote economic growth. In this regard, financial intermediaries

increase the economy’s saving rate as a whole and further channel those sav-

ing towards more effective ventures. All these activities contribute towards

economic growth through two broad channels; capital accumulation and tech-

nological advancements [Levine (1997)]. Firstly, the financial intermediaries

increase the rate of capital accumulation either by increasing economy’s whole

saving rates or by channeling those savings among productive capital produc-

ing ventures [Trew (2014)] and this channel is linked with the efficiency of

investment [Nili and Rastad (2007)].

Secondly financial intermediaries mobilize saving effectively and simultane-

ously increase investments in the economy that in result stimulates economic

growth by improving the rate of technological advancements [Romer (1990);

Aghion and Howitt (1992)]. Likewise, in the empirical literature many papers

identified the positive relationship between financial development and physical

capital accumulation through the channel of effective allocation of resources

and were therefore able to predict subsequent economic growth [King and

Levine (1993b); Levine (2005); Yuxiang and Chen (2011); Beck (2012)].

A large body of literature has now raised concerned towards the benefits of

finance that weather there is a limit to the financial development. According to

recent empirical literature, a non-linear relationship may exist between finance

and economic growth indicators. Masten et al. (2008) empirically investigate

the relationship of financial development and economic growth in Europe by

modeling threshold effect of financial development. They found that the effect
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of finance approaches zero after a threshold level and below that threshold level

the effect of finance on economic growth is the largest. Similarly, Rousseau and

Wachtel (2011) empirically tested finance-growth relationship for 84 countries

where they found that financial development has a vanishing effect on coun-

tries economic growth rates. Furthermore, many empirical papers suggested an

inverse U-shaped relationship between finance and economic growth, as they

estimated that financial development is negatively correlated with economic

growth indicators after reaching a threshold level of financial deepening [Ar-

cand et al. (2015); Aizenman et al. (2015); Samargandi (2015); Soedarmono

et al. (2017); Bucci and Marsiglio (2018)]. Recently Bucci and Marsiglio

(2018) has also suggested some precise functional forms of this non-monotonic

finance-growth relationship.

From above discussion it is clear that the effect of financial development

on economic growth is still ambiguous. However many papers have tried to

find an appropriate reasoning for this relationship. Aghion et al. (2005)

argued that the effect of financial development diminishes as economy moves

towards the global frontier, as the main function of financial intermediaries is

to enhance productivity growth, therefore the effect of financial development

is limited for economies closer to the global frontier. And they referred it as

a main factor of the non-linear relationship of the finance-growth. However

the methods used for measuring financial development also have a critical

role in explaining the finance-growth relationship. King and Levine (1993a)

formulated different measures of financial development and later Levine (2005)

discussed those measures in detail. The most important measures of financial

development are; depth, bank, privy and turnover ratio1 [King and Levine

(1993a); Levine and Zervos (1998a)]. In empirical literature, the monotonic

1depth = Total liquid liabilities/GDP, bank = Bank credit/(Bank credit + Central bank

domestic assets), privy = Credit to private enterprizes/GDP, turnover ratio = Total value

of shares traded/Stock market capitalization.
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finance-growth relationship is estimated by using depth and privy [King and

Levine (1993a); Beck et al. (2000); Rioja and Valev (2004)]. However,

Arcand et al. (2015) found that the non-monotonic relationship between

financial development (using depth and privy) and economic growth exists

after controlling for turnover ratio.

In theoretical literature, Bucci and Marsiglio (2018) found non-monotonic

relationship between financial development and economic growth by using

physical capital and human capital. According to their finding, finance tends

to have an adverse effect on economic growth after a threshold level where

the productivity effect of human capital is less than the depreciation effect of

human capital. Finance is beneficial as far as productivity effect dominates

the depreciation effect. However it is critical to note that the non-monotonic

relationship exists only under specific functional forms of productivity and

depreciation of human capital. As the monotonic relationship exists under

linear functional forms of productivity and depreciation of human capital and

non-monotonic under exponential and quadratic forms of productivity and

depreciation of human capital.

The finance-growth relationship is quite complex in nature both empirically

and theoretically, while it is scarcely found in theoretical literature. Therefore

the aim of this thesis is to theoretically investigate the role of financial insti-

tutions in capital accumulation, output productivity and economic growth. In

this regard, I will build a three-sector endogenous growth model with physical

capital, renewable natural capital and technology where financial institutions

affect all three sectors.

The United Nations defined natural resources as “natural assets occurring

in nature that can be used for economic production or consumption” [United

Nations (1997)]. They are further divided into two broad categories: non-

renewable and renewable natural resources. Non-renewable are exhaustible

natural resources such as fossil fuels that cannot be regenerated after exploita-
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tion. On other hand, renewable are inexhaustible natural resources that are

naturally replenishing because of natural recurring process [United Nations

(1997)]. Solar, wind, biomass, water (hydropower) and geothermal are the five

major types of renewable natural resources.

In natural resource economics, there has been a debate over resource en-

dowments and economic growth results. The most cited paper is by Sachs and

Warner (1995) where they documented an inverse relationship between natu-

ral resource endowment and economic growth in 97 countries. Likewise many

other studies concluded the same results [Auty (2001); Gylfason (2001);

Robinson et al. (2006)]. On other hand, natural resource abundance de-

ters human and social capital growth through indirect crowding-out effect.

Resource-rich economies have weak political and financial institutions due to

rent seeking and neglected education, for that reason these economies grow

slower than resource-poor economies [Auty (2001); Torvik (2002); Wadho

(2014)]. Economists therefore argued institutions are one of the most impor-

tant determinant of economic growth, as countries with strong institutions

benefit from resource booms, such as USA, Norway and Botswana [Gylfa-

son (2001); Stijns (2006); Auty (2007); Zubikova (2018)]. Strong financial

institutions are the backbone of these success stories, by its function of allo-

cating savings and investments productively [Gylfason and Zoega (2006); Nili

and Rastad (2007)]. Moreover, developed financial institutions lower resource

rents through better monitoring mechanism, hence improving financial institu-

tions is the baseline for stimulating economic growth [Shahbaz et al. (2018)].

In terms of renewable natural resources financial institutions play the most

important role. As, the main obstacle in the deployment of renewable natural

resources is the financing due to its high upfront capital cost in combination

with high information cost [Brunnschweiler (2010); Kim and Park (2016)].

Financial development positively contribute to the accumulation of renew-

able natural capital through easing the financing constraints [Brunnschweiler
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(2010); Kim and Park (2016)]. The effect of financial development becomes

stronger in sectors that heavily rely on external financing as suggested by Ra-

jan and Zingales (1998). However in this regard, Kim and Park (2016) found

that from the external finance-dependent sectors financial development effect

may be more prevalent in renewable sectors than industrial sectors.

Most of the empirical work has investigated the relationship between nat-

ural resources and economic growth by assuming non-renewable natural re-

sources. Few recent studies have tested the relationship of renewable energy

consumption with economic growth and found a significant positive relation-

ship [Bhattacharya et al. (2016); Armeanu et al. (2017); Rafindadi and

Ozturk (2017)]. Similarly, models of economic growth and renewable nat-

ural resources are also found scarcely in theoretical literature, as the main

focus was on non-renewable natural resources. Some articles have been filling

the gaps by considering continuous time models and these growth models are

developed in general equilibrium context [Li and Lofgren (2000); Ayong Le

Kama (2001); Eliasson and Turnovsky (2004); Wirl (2004)]. Aznar-Marquez

and Ruiz-Tamarit (2005) considered an endogenous growth model, similar to

the one formulated by Lucas (1988), with constant returns to scale in renew-

able resource production in combination with physical capital. Russu (2012)

extended their model by adding environmental externalities.

Besides financial institutions and renewable natural capital, technology is

also an important feature of this thesis. In the theoretical economics liter-

ature, endogenous growth models were based on technological advancements

and therefore in those models technology is the mainspring of long run eco-

nomic growth. Such as Romer (1990), Aghion and Howitt (1992), Barbier

(1999), Scholz and Ziemes (1999), Jones (2005) and Bretschger and Smulders

(2012) developed endogenous growth models where technology is endogenously

determined by innovation and long-run equilibria are achieved by accumulating

more technological capital. Valente (2010) referred technology accumulation
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as the engine of growth as it helps economies to build backstop technology in

the form of renewable natural resources. Therefore, technological advancement

plays a vital role in the accumulation of renewable natural resource capital.

In regards to endogenous technology, Aghion and Howitt (1998) devel-

oped an endogenous technology model by incorporating a non-renewable re-

source to the AK-model and to the Schumpeterian approach. By using their

approach, Grimaud and Roug (2003) and Groth (2005) included a non-

renewable natural resource in the production of final good as well as an input

to the innovation sector. Later, Bretschger and Smulders (2012) formulated an

endogenous multi-sector growth model with non-renewable natural resources

and concluded that sustainable long run growth rely on development of in-

novations and the profitability of R&D investments. None of the economic

growth models have incorporated renewable natural resource in endogenous

technology model.

In my model, the role of financial institutions will be studied where I have

considered financial institutions as the facilitator that performs intermediation

activities. Financial intermediaries affect all three sectors; renewable natural

resource, physical capital and endogenous technology. In the theoretical liter-

ature, Aghion et al. (2005) developed discrete time framework to investigate

the relationship between financial development and economic growth by tak-

ing endogenous technology. Whereas in economic growth literature, no one

has considered financial development and endogenous technology in contin-

uous time framework. The important contribution of my thesis is therefore

that I have modeled a three-sector endogenous growth model that investigates

the role of financial institutions and endogenous technology in continuous time

framework.

This thesis takes Aznar-Marquez and Ruiz-Tamarit (2005) two sector eco-

nomic growth model, with physical capital and renewable natural resources,

as a baseline model by incorporating the financial institutions and endogenous
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technology with no externality case. Bucci and Marsiglio (2018) incorpo-

rated financial institutions by formulating Uzawa (1965)-Lucas (1988) type

growth model in combination with human and physical capital. In Bucci and

Marsiglio (2018) model, financial development affect steady state growth by

altering human and physical capital accumulation in continuous time frame-

work and such work has not been previously done in literature. The financial

development is incorporated into my model by following Bucci and Marsiglio

(2018) idea. Whereas, the endogenous technology is incorporated by follow-

ing La Torre and Marsiglio (2010) idea, where they developed three-sector

economic growth model with physical capital, human capital and endogenous

technology.

The model will be solved in standard mathematical procedures for BGP

equilibrium and steady state values, as is done in the literature as well. This

thesis is divided into four chapters. Chapter 1 will comprise the model formu-

lation and the necessary and sufficient conditions of optimal control. Chapter

2 will comprise determination of BGP and I will discuss the role of financial de-

velopment on economic growth and BGP equilibrium by considering different

functional forms. Later, the BGP equilibrium will be analyzed at benchmark

values. I will perform a local stability analysis in chapter 3. In chapter 4, the

effect of financial development on BGP equilibrium will be studied and further

numerical simulations by analyzing the effect of change of different parameters

on BGP equilibrium. In the end I will summarize with concluding remarks.
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Chapter 1

Financial development, natural

resources, endogenous

technology and economic growth

In this chapter I will present a three-sector finance extended endogenous

growth model with renewable natural capital and physical capital. I will check

sufficiency conditions through Mangasarian and Arrow’s sufficiency theorem

as existence of BGP is guaranteed provided sufficient conditions hold.

1.1 Framework of the model

This thesis develops a Lucas (1988) type three-sector finance-extended en-

dogenous growth model with constant returns to scale in natural resource

production in combination with physical capital and endogenous technology.

Aznar-Marquez and Ruiz-Tamarit (2005), Bucci and Marsiglio (2018) and

La Torre and Marsiglio (2010) are the baseline models of my framework.

In this model, renewable natural capital will be used in the production of

the final consumption good and the technological capital. In order to maximize

the utility, the model uses a current value Hamiltonian which is maximized
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subject to three constraints; physical capital, natural resource capital and

technological capital constraints.

1.1.1 Production

The Cobb-Douglas production function is

Y (t) = (A(t)L(t))1−α−βK(t)α(z(t)Q(t))β (1.1)

where Y (t) is the output, the variable K(t) is the level of physical capital, Q(t)

is the renewable natural capital and z(t) is the aggregate extraction rate of

renewable natural resource used in the production of final good with 0 < z(t) <

1. Here, α is the share of physical capital, and the share of renewable natural

capital is denoted by β, with the condition that α + β < 1. Production, Y (t),

depends positively on stock of physical capital K(t) and stock of extracted

renewable natural capital z(t)Q(t). Lastly, A(t) is existing stock of technology

in the form of new ideas. The model uses Aznar-Marquez and Ruiz-Tamarit

(2005) methodology to incorporate renewable natural capital in production

function.1 Similarly the model incorporates technological capital in production

function by using La Torre and Marsiglio (2010) approach.

In this model, the population is constant therefore the population growth

rate is normalized to one. Hence the production function in per capita terms

is as follows [La Torre and Marsiglio (2010)]:

Y (t)

L(t)
=

(A(t)L(t))1−α−βK(t)α(z(t)Q(t))β

L(t)
(1.2)

y(t) = A(t)1−α−βL(t)−α−βK(t)α(z(t)Q(t))β (1.3)

y(t) = A(t)1−α−βk(t)α(z(t)q(t))β (1.4)

1Countries with low level of renewable natural capital have other factors of production

to compensate, as they are either more labor-intensive or capital-intensive.
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1.1.2 Utility function

The representative agent’s utility maximization problem can be rewritten in

per capita as follows:

Maxc,z,x

∫ ∞

0

c1−σ − 1

1− σ
e−ρt, σ 6= 1 (1.5)

where c(t) is consumption per capita, σ is the inverse of constant intertemporal

elasticity of substitution and ρ is the discount factor, with ρ > 0.

1.1.3 Physical capital

The standard law of motion for the stock of physical capital is

K̇(t) = I(t)− δK(t) (1.6)

where I(t) is investment and 0 < δ < 1 is the depreciation rate of physical

capital. I can write equation (1.6) in capita terms as follows:

K̇(t)

L(t)
=

I(t)− δK(t)

L(t)
(1.7)

as we know that

k(t) =
K(t)

L(t)
(1.8)

k̇(t) =
K̇(t)

L(t)
− K(t)

L(t)2
L̇(t) (1.9)

k̇(t) =
K̇(t)

L(t)
− k(t)

L̇(t)

L(t)
(1.10)

In this model, the population is constant therefore the population growth rate

is normalized to one (L(t) = 1, L̇(t)
L(t)

= 0), so

k̇(t) =
K̇(t)

L(t)
(1.11)

hence equation (1.7) can be written as

K̇(t)

L(t)
= k̇(t) = i(t)− δk(t) (1.12)
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The resource constraint is:

Y (t) = C(t) + I(t) (1.13)

By using resource constraint, economy’s investment function can be written

as:

I(t) = Y (t)− C(t) (1.14)

Equation (1.14) can also be written in per capita terms as follows:

I(t)

L(t)
=

Y (t)

L(t)
− C(t)

L(t)
(1.15)

i(t) = y(t)− c(t) (1.16)

Financial institutions have been incorporated in the model in the form of

financial intermediaries by following Bucci and Marsiglio (2018). Financial

intermediaries charge fee for the supply of financial service, hence they absorb

a share of resources from physical capital accumulation [Bencivenga and Smith

(1991); Pagano (1993); Bucci and Marsiglio (2018)]. The share of resources

that will be subtracted from physical capital accumulation is ξ(φ) where (φ)

denotes the degree of financial development. ξ(φ) lies between zero and one

depending on the degree of financial development φ, higher the value of φ

means higher the financial development. Therefore less resources will be wasted

in the process of financial intermediation when the value of ξ(φ) is close to zero

[Bucci and Marsiglio (2018)].

After considering financial institutions in resource constraint, economy’s

investment function can be written as:

i(t) = [1− ξ(φ)]y(t)− c(t) (1.17)

By plugging value of y(t) from equation (1.4), equation (1.17) can be rewritten

as:

i(t) = [1− ξ(φ)]A(t)1−α−βk(t)α(z(t)q(t))β − c(t) (1.18)

12



By combining equations (1.12) and (1.18), the final equation of physical capital

accumulation is given by:

k̇(t) = [1− ξ(φ)]A(t)1−α−βk(t)α(z(t)q(t))β − c(t)− δk(t) (1.19)

The final equation of motion for physical capital is the difference of net of per

capita output, obtained after deducting depreciation cost and fee of financial

services, and per capita consumption [Bucci and Marsiglio (2018)].

1.1.4 Renewable Natural capital

In this model renewable natural resource is considered as capital, that is inex-

haustible naturally replenishing natural resources because of natural recurring

process. Further, there are some assumptions on renewable natural resources

(similar to Aznar-Marquez and Ruiz-Tamarit (2005); firstly renewable natural

capital satisfies the properties of rivalry and excludability. Secondly, property

rights of renewable natural resources are equally and uniformly distributed.

Lastly, the model considers private property rights system in order to avoid

tragedy of common property or open access regime. As economy collapses

in the presence of open access regime, due to inefficient over-exploitation of

natural resources [Brander and Taylor (1998)].

Stock of renewable natural capital, Q(t), is taken as an input in the produc-

tion of the final consumption good as well as in the production of technological

capital. x(t) is the aggregate extraction rate of natural resources in production

of technological capital, with 0 < x(t) < 1. Therefore, the natural resource

extraction for the production of final good and production of technological

capital is

Total extraction = z(t)Q(t) + x(t)Q(t) (1.20)

z(t) + x(t) is the harvested part on renewable natural capital with z(t) +

x(t) < 1. And 1 − z(t) − x(t) is the share of remaining renewable natural
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capital, therefore (1 − z(t) − x(t))Q(t) is the remaining stock of renewable

natural capital. In renewable natural resource sector, the main obstacle in

the extraction of renewable natural resources is the financing due to its high

upfront capital cost in combination with high information cost [Brunnschweiler

(2010); Kim and Park (2016)]. Financial development positively contribute

to the accumulation of renewable natural capital through easing the financing

constraints [Brunnschweiler (2010); Kim and Park (2016)]. Therefore, sound

financial systems ease the process of development of renewable energy sources,

which increase the natural capital stock in the economy [Ba et al. (2010);

Calitz and Fourie (2010); Mathews et al. (2010); Scholtens and Veldhuis

(2015); Mazzucato and Semieniuk (2018)]. Thus renewable natural capital

growth rate B(φ), is a positive function of φ , that determines the degree of

the development of financial sector φ > 0. Therefore the current stock of

renewable natural capital is given by:

Current stock of renewable natural capital = B(φ)(1−z(t)−x(t))Q(t) (1.21)

Finally the equation of motion for natural capital is the difference between cur-

rent stock of renewable natural capital and total extraction (by taking values

from equations (1.20) and (1.21) [Aznar-Marquez and Ruiz-Tamarit (2005)]:

Q̇(t) = B(φ)(1− z(t)− x(t))Q(t)− z(t)Q(t)− x(t)Q(t) (1.22)

This can be rewritten in per capita terms as follows:

Q̇(t)

L(t)
=

B(φ)(1− z(t)− x(t))Q(t)

L(t)
− z(t)Q(t)

L(t)
− x(t)Q(t)

L(t)
(1.23)

q̇(t) = B(φ)(1− z(t)− x(t))q(t)− z(t)q(t)− x(t)q(t) (1.24)

1.1.5 Technology

The existing stock of technology, A(t), and renewable natural capital devoted

in the production of technological capital x(t)Q(t)(in the form of new ideas)
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alter the rate of technological advancement that hence increase technology

accumulation. The equation of motion for technological capital is therefore

given by:

Ȧ(t) = ν(φ)(x(t)Q(t))χ(A(t)L(t))1−χ (1.25)

Ȧ(t)

L(t)
=

ν(φ)(x(t)Q(t))χ(A(t)L(t))1−χ

L(t)
(1.26)

Ȧ(t)

L(t)
= ν(φ)(x(t)q(t))χA(t)1−χ (1.27)

as we know that

a(t) =
A(t)

L(t)
(1.28)

ȧ(t) =
Ȧ(t)

L(t)
− A(t)

L(t)2
L̇(t) (1.29)

ȧ(t) =
Ȧ(t)

L(t)
− a(t)

L̇(t)

L(t)
(1.30)

In this model, the population is constant therefore the population growth rate

is normalized to one. (L(t) = 1, L̇(t)
L(t)

= 0), so

ȧ(t) =
Ȧ(t)

L(t)
= Ȧ(t) (1.31)

hence I can rewrite (1.27) as:

Ȧ(t) = ν(φ)(x(t)q(t))χA(t)1−χ (1.32)

Ȧ(t)

A(t)
= ν(φ)

(
x(t)q(t)

A(t)

)χ

(1.33)

Here ν(φ) is the scale parameter that positively depends on the development

of financial institutions (φ) as ν(φ) > 1. Sound financial systems increase the

technology accumulation through effectively allocate savings and investments

[Xu et al. (2014); Aghion et al. (2005); Aghion and Howitt (2008)]. Finan-

cial intermediation affect technology accumulation through two channels: ν(φ)

accounts for the direct channel and

(
x(t)q(t)

A(t)

)χ

accounts for indirect channel
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through renewable natural capital devoted in the production of technological

capital. χ is the share of technological capital, with 0 < χ < 1. This specifi-

cation of technology accumulation is suggested in Jones (2005) and recently

in La Torre and Marsiglio (2010).

1.2 The model

The model is expressed in per capita terms and can be written as:

y = A1−α−βkα(zq)β, (1.34)

Maxc,z,x

∫ ∞

0

c1−σ − 1

1− σ
e−ρt, σ 6= 1 (1.35)

subject to the constraints on the evolution of physical capital and natural

capital:

k̇ = [1− ξ(φ)]A1−α−βkα(zq)β − c− δk, k0 = k(0), (1.36)

q̇ = B(φ)(1− z − x)q − zq − xq, Q0 = Q(0), (1.37)

Ȧ = ν(φ)(xq)χA1−χ, 0 < χ < 1 (1.38)

The variables c, q, k, A, z and x are the function of time t. The constrain for

q is non-concave due to (1 + B(φ))qz and (1 + B(φ))qx terms, therefore Man-

gasarian’s sufficiency theorem [see Mangasarian (1966)] cannot be employed.

Arrow (1968) sufficiency theorem is utilized to check the sufficient conditions.

1.2.1 First-order conditions

The current value Hamiltonian for this model is

H =
c1−σ − 1

1− σ
+ λ1

[
(1− ξ(φ))kα(zq)βA1−α−β − c− δk

]

(1.39)

+λ2

[
B(φ)(1− z − x)q − zq − xq

]
+ λ3

[
ν(φ)(xq)χA1−χ

]
,

The first-order necessary conditions are [see Pontryagin (1987)]:
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c : λ1 = c−σ, (1.40)

z : λ2(B(φ) + 1)q = β(1− ξ(φ))λ1k
αqβA1−α−βzβ−1, (1.41)

x : ν(φ)λ3χxχ−1qχA1−χ = λ2q(B(φ) + 1), (1.42)

k : λ̇1 = λ1[−α(1− ξ(φ))kα−1(zq)βA1−α−β + ρ + δ], (1.43)

q : λ̇2 = −β(1− ξ(φ))λ1k
αzβqβ−1A1−α−β − λ3ν(φ)χxχqχ−1A1−χ

−λ2[B(φ)(1− z − x)− z − x− ρ], (1.44)

A : λ̇3 = −λ1(1− α− β)(1− ξ(φ))kα(zq)βA−α−β

+λ3[ρ− ν(φ)(1− χ)(xq)χA−χ], (1.45)

λ1 : k̇ = (1− ξ(φ))kα(zq)βA1−α−β − c− δk, (1.46)

λ2 : q̇ = B(φ)(1− z − x)q − zq − xq, (1.47)

λ3 : Ȧ = ν(φ)(xq)χA1−χ, (1.48)

and the transversality conditions are

lim
t→∞

e−ρtλ1(t)k(t) = 0, (1.49)

lim
t→∞

e−ρtλ2(t)q(t) = 0, (1.50)

lim
t→∞

e−ρtλ3(t)A(t) = 0. (1.51)

With the aid of equations (1.41) and (1.42) equations (1.43) and (1.44) can be

re-written as

λ̇2 = λ2(ρ−B(φ)), (1.52)

λ̇3 = λ3

[
ρ− (1− χ)

(
xq

A

)χ

− χ(1− α− β)

β

(
xq

A

)χ
z

x

]
. (1.53)

Equations (1.40)- (1.42) yields following values of control variables:

c = λ
− 1

σ
1 , (1.54)

17



z =

(
λ2(B(φ) + 1)Aα+β−1

β(1− ξ(φ))λ1kα

) 1
β−1 1

q
, (1.55)

x =

(
λ2(B(φ) + 1)

χν(φ)λ3

) 1
χ−1 A

q
. (1.56)

The time derivatives of (1.54)- (1.56) yields following growth rates of control

variables: The growth rates of the control variables (c, z, x) are

ċ

c
=

1

σ
[α(1− ξ(φ))kα−1(zq)βA1−α−β − δ − ρ], (1.57)

ż

z
=

1

β − 1

[
α

c

k
− (1− α)δ − βB(φ)− (1− α− β)ν(φ)

(
xq

A

)χ

(1.58)

−(1− β)(B(φ) + 1)(z + x)

]
,

ẋ

x
=

1

χ− 1

[
χν(φ)(1− α− β)

β

z

x

(
xq

A

)χ

− χB(φ)

(1.59)

−(1− χ)(B(φ) + 1)(z + x)

]
.

1.2.2 Sufficiency conditions

The sufficiency of first-order conditions is established in the following Propo-

sition by utilizing Arrow (1968) theorem:

Proposition 1:

The first-order conditions are sufficient as well.

Proof:

In order to check for sufficiency conditions, the values of control variables

from (1.54)-(1.56) can be substituted in the current value Hamiltonian (1.39) to

establish the maximized Hamiltonian. The maximized Hamiltonian is defined
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as

H0(t, k, q, a, λ1, λ2, λ3) =
λ

σ−1
σ − 1

1− σ

+λ1

[(
λ2(B(φ) + 1)

βλ1

)β(1−ξ(φ))
β−1

k
α

1−β A
1−α−β

1−β − λ
− 1

σ
1 − δk

]

(1.60)

+λ2

[
(B(φ) + 1)

β
β−1

(
λ2

β(1− ξ(φ))λ1

) 1
β−1

k
α

1−β A
1−α−β

1−β

−(B(φ) + 1)
χ

χ−1

(
λ2

χν(φ)λ3

) 1
χ−1

A + qB(φ)

]

+λ3

[
λ2(B(φ) + 1)

χν(φ)λ3

] χ
χ−1

A

The maximized Hamiltonian (1.60) is always concave in state variables k, q

and A as α + β < 1. Therefore, I can conclude that the first-order conditions

are sufficient by Arrow’s theorem [see Arrow (1968)]. This completes proof of

proposition 1.

1.3 Conclusion

The chapter presented the formulation of a three-sector finance extended en-

dogenous growth model with renewable natural capital and physical capital.

This chapters builds a theoretical framework by incorporating financial institu-

tions in the form of financial intermediaries in all three sectors. Furthermore,

the sufficiency conditions are checked through Arrow’s sufficiency theorem. As

Mangasarian’s sufficiency theorem can not be employed because the constrain

for q is non-concave due to (1+B(φ))qz and (1+B(φ))qx terms. The first-order

conditions are proven to be sufficient by Arrow’s theorem.
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Chapter 2

The BGP equilibrium,

functional forms and Numerical

simulations

The chapter will analyze the BGP equilibrium of the model economy where

all variables will grow at a constant rate. I will discuss the role of finan-

cial development on economic growth and BGP equilibrium by considering

different functional forms of functions that depend on the degree of finan-

cial development such as the growth rate of renewable natural capital B(φ),

scale parameter of technology ν(φ) and the cost of financial intermediation

ξ(φ). Later, the BGP equilibrium will be analyzed at the benchmark values

of the key parameters. And the analysis will be in the context of developing

and developed economies that how financial development lead to differences in

country’s accumulation of capital and economic growth.
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2.1 Steady state solution

A balanced growth path is a sequence of time path along which all economic

variables (c, q, k, A, z, x) grow at a constant rate. For that, I will solve the

model for steady state values. The solution does not exist for the original

variables so I have used dimensionality reduction technique by taking ratios

of variables. I have used this technique by following La Torre and Marsiglio

(2010) approach. Therefore I obtained the following system of five nonlinear

differential equations by introducing the variables: U = c
k
, V = q

k
and W = A

k

(see appendix A):

U̇

U
=

1

σ

[
(α− σ)(1− ξ(φ))(zV )βW 1−α−β − (1− σ)δ − ρ + σU

]
(2.1)

V̇

V
= B(φ)(1− z − x)− z − x− (1− ξ(φ))(zV )βW 1−α−β + δ + U (2.2)

Ẇ

W
= ν(φ)

(
xV

W

)χ

− (1− ξ(φ))(zV )βW 1−α−β + δ + U (2.3)

ż

z
=

1

β − 1

[
αU − (1− α)δ − βB(φ)− (1− α− β)ν(φ)

(
xV

W

)χ

(2.4)

−(1− β)(B(φ) + 1)(z + x)

]
,

ẋ

x
=

1

χ− 1

[
χν(φ)(1− α− β)

β

z

x

(
xV

W

)χ

− χB(φ)

(2.5)

−(1− χ)(B(φ) + 1)(z + x)

]
.

Furthermore by introducing the variables R = (zV )βW 1−α−β and S =

(
xV
W

)χ

,

I can rewrite the system as follows:

U̇

U
=

1

σ

[
(α− σ)(1− ξ(φ))R− (1− σ)δ − ρ + σU

]
(2.6)

Ṙ

R
=

(
α + β − 1

β − 1

)
U −

(
β

β − 1

)
B(φ)− (1− α)(1− ξ(φ))R

(2.7)

−
(

1− α− β

β − 1

)
ν(φ)S −

(
1− α

β − 1

)
δ
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Ṡ

S
=

χ2ν(φ)(1− α− β)

β(χ− 1)

z

x
S − χν(φ)S −

(
χ

χ− 1

)
B(φ) (2.8)

ż

z
=

1

β − 1

[
αU − (1− α)δ − βB(φ)− (1− α− β)ν(φ)S

(2.9)

−(1− β)(B(φ) + 1)(z + x)

]

ẋ

x
=

1

χ− 1

[
χν(φ)(1− α− β)

β

z

x
S − χB(φ)

(2.10)

−(1− χ)(B(φ) + 1)(z + x)

]

The existence and non-negativeness of the steady state values is established in

the following propositions.

Proposition 2:

The steady state solution exist for all set of variables (U∗, R∗, S∗, z∗, x∗).

Proof:

The steady state equilibrium point is where equations (2.6)-(2.10) are equal

to zero (See Appendix B for steady state solution). The steady state values

(U∗, R∗, S∗, z∗, x∗) are given by:

U∗ =
B(φ)σ − α(B(φ)− ρ)

ασ
+

(1− α)

α
δ (2.11)

R∗ =
B(φ) + δ

α(1− ξ(φ))
(2.12)

S∗ =
B(φ)− ρ

σν(φ)
(2.13)

z∗ =
(σB(φ) + ρ−B(φ))[βχ(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))]

σ(B(φ) + 1)[χ(1− α)(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))]
(2.14)

x∗ =
χ(1− α− β)(B(φ)− ρ)(σB(φ) + ρ−B(φ))

σ(B(φ) + 1)[χ(1− α)(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))]
(2.15)

by using the values of steady state I can also derive value for V ∗ and W ∗:

V ∗ =

(
x∗

α+β−1R∗

z∗βS∗
α+β−1

χ

) 1
1−α

(2.16)
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W ∗ =

(
x∗R∗ 1

β

z∗S∗
1
χ

) β
1−α

(2.17)

The steady state equilibrium values are verified by using MAPLE 18 as well.

This completes the proof of Proposition 2.

Proposition 3:

The balance growth path is characterized by a strict positive level of con-

sumption, physical capital, natural capital, technological capital, shares of nat-

ural capital allocated to the production of final good and technology sectors

provided the following parameter restrictions hold:

B(φ)(1− σ) < ρ < B(φ), (2.18)

σ >
(B(φ)− ρ)α

B(φ) + (1− α)δ
, (2.19)

B(φ) + δ > 0, (2.20)

B(φ) + δ − αδ > 0. (2.21)

Proof:

I will prove the non-negativeness of steady state values

U∗, V ∗,W ∗, R∗, S∗, z∗, x∗. Note that x∗ > 0 when B(φ) − ρ > 0 and

ρ− (1− σ)B(φ) > 0 which yields

B(φ)(1− σ) < ρ < B(φ) (2.22)

This guarantees z∗ and S∗ are positive as well. The variables V ∗ and W ∗ are

positive provided that R∗ is positive. Thus I requires

B(φ) + δ > 0 (2.23)

Lastly, the positiveness of U∗ is guaranteed provided

σ >
(B(φ)− ρ)α

B(φ) + (1− α)δ
(2.24)

B(φ) + δ − αδ > 0 (2.25)
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This completes the proof of Proposition 3.

Proposition 4: There exists a common growth rate in the economy. The

variables k, q, A, c have a common growth rate denoted by g.

Proof:

The common growth rate of variables c, k, q, A can be computed with the

aid of (1.46)-(1.48) and (1.57):

ċ

c
=

α(1− ξ(φ))R− δ − ρ

σ
(2.26)

k̇

k
= (1− ξ(φ))R− U − δ (2.27)

q̇

q
= B(φ)− z(B(φ) + 1)− x(B(φ) + 1) (2.28)

Ȧ

A
= ν(φ)S (2.29)

by substituting the value of U∗, R∗, S∗, z∗, x∗ from equations (2.11)-(2.15), the

common BGP growth rate can be written as:

g =
ċ

c
=

k̇

k
=

q̇

q
=

Ȧ

A
=

B(φ)− ρ

σ
> 0 (2.30)

This completes the proof of Proposition 4. The growth rate is strictly positive

provided ρ < B(φ) holds true. It is clear from equation (2.30) that economic

growth positively depends on the growth rate of renewable natural capital,

B(φ). Therefore, the engine of economic growth is ultimately dependent on

the investment in the renewable natural capital through financial development.

The degree by which financial development impacts the growth rate of renew-

able natural capital is very crucial for determining the economic growth. The

effect of financial development on economic growth can be examined as follows:

∂g

∂φ
=

B′(φ)

σ
(2.31)

In equation (2.31), the term B′(φ)
σ

determines the impact of financial develop-

ment on economic growth, which I refer as productivity effect (similar to the
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productivity effect of human capital discussed by Bucci and Marsiglio (2018)).

The well developed financial sector increases the productivity of investment in

renewable natural capital in terms of high growth of renewable natural capital

stock. This positive relationship between financial development and economic

growth holds true when B′(φ) > 0.

2.2 The functional forms

In finance growth nexus it is evident that financial development is crucial for

determining economic growth through the channel of investment [Bencivenga

and Smith (1991); Xu (2000); Carlin and Mayer (2003)]. In my model,

financial development affect the BGP equilibrium through three functions: the

growth rate of renewable natural capital (B(φ)), scale parameter of technology

(ν(φ)) and the cost of financial intermediation (ξ(φ)).

The effect of financial development on economic growth and steady state

equilibrium is stronger in early stages of development [Rioja and Valev (2004);

Fung (2009)]. And afterwards financial development has a vanishing effect

[Rousseau and Wachtel (2011); Arcand et al. (2015)]. This relationship also

feed into the debate of great divergence, Fung (2009) found that countries with

relatively developed financial institutions have a tendency to grow faster and

converge to a higher BGP equilibrium. Therefore, developing and emerging

economies with well developed financial sectors grow faster and catch up with

developed economies. In this regard, I have taken different functional forms

of B(φ), ν(φ) and ξ(φ) with respect to developed and developing economies.

The classification of these economies is according to the global frontier.

2.2.1 The functional form of B(φ)

The objective of this thesis is to unwind the puzzle of economic growth by

building a three sector endogenous growth model by incorporating financial
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institutions and endogenous technology. In renewable natural resource sector

financial institutions play an important role as financial development positively

contribute to the accumulation of renewable natural capital through easing

the financing constraints (higher φ leads to a higher B(φ)) [Brunnschweiler

(2010); Kim and Park (2016)]. Furthermore from equation (2.31), it is evident

that financial development positively contribute to economic growth through

productivity effect of renewable natural capital. This positive relationship

between financial development and economic growth holds true when B′(φ) >

0. In this regard, I have taken different functional forms of B(φ) with respect

to developing and developed economies.

Case 2.2.1.1 Developed Economies

I will consider B(φ) as square root function1 of φ for developed economies:

B(φ) = a1

√
φ (2.32)

In this case, it is clearly visible that B′(φ) > 0 provided a1 > 0 which concludes

that the financial development and economic growth has positive and mono-

tonic relationship. However, in developed economies the effect of financial

development on B(φ) diminishes as illustrated in Figure (2.1) (by considering

a1 = 0.35).

Case 2.2.1.2 Developing Economies

I will consider simple linear form in which B(φ) is a linear function of φ for

developing economies:

B(φ) = a1φ (2.33)

here, B′(φ) is also greater than zero (provided a1 > 0) and reinforces strictly

positive and monotonic relationship of financial development and economic

growth (illustrated in Figure (2.1))

1Jeanblanc et al. (2009) used radical/square root functional forms in analyzing financial

markets.
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Figure 2.1: Effect of financial development on B(φ) in Developed vs Developing

Economies

The findings clearly state the positive and monotonic relationship exists

between financial development and economic growth through productive in-

vestments in renewable natural capital. This finding is also supported by

empirical literature where it is evident that the financial sector’s depth and

composition are the key determinant of mobilizing private investment in re-

newable energy projects [Saidi (2006); Ba et al. (2010); Calitz and Fourie

(2010); Mathews et al. (2010); Scholtens and Veldhuis (2015)]. Therefore,

the well-developed financial sector have positive relationship with renewable

energy produced in an economy and hence contribute to economic growth [Ba

et al. (2010); Brunnschweiler (2010); Marques and Fuinhas (2011); Scholtens

and Veldhuis (2015)].

After the financial crisis of 2008-09, some empirical papers found the neg-

ative impact of financial development on economic growth after reaching a

threshold level of financial deepening [Arcand et al. (2015); Aizenman et

al. (2015); Samargandi (2015); Soedarmono et al. (2017); Bucci and Mar-

siglio (2018)]. All of these are consistent with Rousseau and Wachtel (2011)’s

”vanishing effect”. As Bucci and Marsiglio (2018) found non-monotonic re-

lationship between finance and economic growth through human capital accu-

mulation where the depreciation effect off sets the productivity effect. Whereas
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in this regard it is important to understand the debate raised by Rajan and

Zingales (1998) that financial development facilitate economic growth in those

industries that heavily rely on external financing. Intriguingly Arcand et al.

(2015) found that the effect of finance on output growth varies across sectors.

The main finding from my model so far suggests that in long run (BGP)

financial development is positively and monotonically related to economic

growth through the productivity effect of renewable natural capital invest-

ments. Renewable natural capital accumulation heavily rely on external fi-

nancing so increasing financial deepening not only ease the credit channel but

also enhance the effectiveness of credit.

2.2.2 The functional form of ν(φ)

Financial development directly impact the rate of technological advancement

by a scale parameter ν(φ). A well developed financial sector direct resources

towards more R&D intensive sectors where growth is driven by technology,

as a result countries with well developed financial sectors display higher

output growth through greater R&D intensity [Aghion et al. (2005), Aghion

and Howitt (2008); Agn (2011); Ilyina and Samaniego (2011)]. Moreover,

the effect of financial development on technological advancement is more

pronounced in developing economies and as it reaches to the global frontier,

the effect of financial development of economic growth diminishes [Berthelemy

and Varoudakis (1996); Aghion et al. (2005); Xu et al. (2014)]. I will study

the role of financial development by considering different functional forms of

ν(φ) with respect to developed and developing economies.

Case 2.2.2.1 Developed Economies

Financial development positively related to the technological advancement. In

developed economies, the rate at which financial development effect scale pa-
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rameter of technology (ν(φ)) diminishes as countries converge to global growth

frontier. Therefore I have considered following functional forms of ν(φ):

ν(φ) = a2

√
φ (2.34)

with a2 > 0 such that ν ′(φ) > 0 and ν ′′(φ) < 0 as illustrated through graphs

in Figure (2.2) (considering a2 = 0.5).

Case 2.2.2.2 Developing Economies

The effect of financial development on technological advancement is higher in

developing economies [Aghion et al. (2005); Aghion and Howitt (2008); Xu

et al. (2014)]. Therefore, I have considered following functional forms of ν(φ)

with respect to φ;

ν(φ) = a2φ (2.35)

such that ν ′(φ) > 0 as illustrated through graphs in Figure (2.2).

Figure 2.2: Effect of financial development on ν(φ) in Developed vs Developing

Economies
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2.2.3 The functional form of ξ(φ)

Financial intermediaries charge fee for the supply of services, it is subtracted

from the total output that otherwise contribute to the investment of physical

capital. Empirically, the cost of financial intermediation (ξ(φ)) decreases

with the development of financial sector up to a threshold level and after

that it become constant [Philippon (2015)]. The decrease in the financial

intermediation cost is higher in the early stages of development and after a

certain threshold level it become constant for both developing and developed

economies. Therefore, the effect of financial development on economic growth

through capital accumulation is stronger in developing economies [Rioja and

Valev (2004); Fung (2009)]. I will study the role of financial development by

considering different functional forms of ξ(φ) with respect to developed and

developing economies.

Case 2.2.3.1 Developed Economies

Financial development negatively affects the financial intermediation cost. In

developed economies, the rate at which financial development effect the cost

of financial intermediation (ξ(φ)) diminishes as countries converge to global

growth frontier. Therefore I have considered following functional forms of

ξ(φ):

ξ(φ) =
a3

a3 +
√

φ
(2.36)

with a3 > 0 such that ξ′(φ) < 0 and ξ′′(φ) > 0 as illustrated through graphs

in Figure (2.3) (considering a3 = 0.025).

Case 2.2.3.2 Developing Economies

In developing economies, financial intermediation cost ξ(φ) decreases at a faster

rate with the improvement in financial development (higher φ) [Rioja and

Valev (2004); Philippon (2015)]. Therefore, I have considered following func-
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tional forms of ξ(φ) with respect to φ;

ξ(φ) =
a3

a3 + φ
(2.37)

with a3 > 0 such that ξ′(φ) < 0 and ξ′′(φ) > 0 as illustrated through graphs

in Figure (2.3).

Figure 2.3: Effect of financial development on ξ(φ) in Developed vs Developing

Economies
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2.3 An analysis of BGP equilibrium at bench-

mark values

Financial development plays a central role in determining economic growth and

BGP equilibrium. In order to analyze the BGP equilibrium I have consider the

benchmark values for the key parameters as follows in Table (2.1) [La Torre

and Marsiglio (2010); Chaudhry et al. (2017); Bucci and Marsiglio (2018)].

The value of the share of physical capital (α) is assumed around one third

in Mankiw et al. (1992) and recently in La Torre and Marsiglio (2010). Hence

I have considered the share of physical capital as 0.33. Likewise, according to

Kortum (1993) the share of idea in technology production varies between 0.1

to 0.6, hence I have assumed χ = 0.42. By following Mulligan and Sala-i-

Martin (1993) and Antoci et al. (2011), I have set ρ = 0.04 and σ = 1.5

respectively.

Table 2.1: Parameters-Benchmark Values

α β χ σ φ ρ δ a1 a2 a3

0.33 0.31 0.42 1.5 0.32 0.04 0.1 0.35 0.5 0.025

The lower-bound value for φ can be determined by the condition that en-

sures non-negativeness of the BGP equilibrium (B(φ)(1−σ) < ρ < B(φ)). As,

I have considered the different functional forms for developing and developed

economies therefore the bounds of φ will vary for both. The lower bound value

of φ for developing and developed economies are φ > 0.1143 and φ > 0.0131 re-

spectively. However, the upper bound of φ can be computed by the constraints

of the rate of aggregate extraction of renewable natural capital (x + z < 1).

The upper bound value is φ < ∞. Hence the benchmark value of φ = 0.32 will

provide strictly positive BGP equilibrium values.

The functional forms of B(φ), ν(φ) and ξ(φ) through which financial de-
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velopment affects the BGP equilibrium are crucial for studying finance growth

nexus, hence B(φ), ν(φ) and ξ(φ) at benchmark values are in Table (2.2).

Table 2.2: B(φ), ν(φ) and ξ(φ) for Developed and Developing Economies at

Benchmark Values

Type of Economy B(φ) ν(φ) ξ(φ)

Developed Economies 0.1979 0.2828 0.0423

Developing Economies 0.1120 0.1600 0.0724

Higher cost of financial intermediation is negatively associated with income

levels because of low level of financial development [Calice and Zhou (2018)].

Hence it is evident in Table (2.2) that the cost of financial intermediation

(ξ(φ)) is high in developing economies with respect to developed economies.

The cost of financial intermediation is further associated with credit rationing

therefore when ξ(φ) is high, low level of credit is channeled in investors to

accumulate capital [Calice and Zhou (2018)]. As a result the growth rate of

renewable natural capital (B(φ)) and scale parameter of technology (ν(φ)) is

also low in developing economies with respect to developed economies.

By using the values of B(φ), ν(φ) and ξ(φ) I calculated BGP equilibrium

values for developing and developed economies at (φ) = 0.32 (Table (2.3)). It

is evident that the steady state equilibrium values R∗ = y/k, S∗ =

(
xq
A

)χ

,

U∗ = c/k, V ∗ = q/k, W ∗ = A/k, extraction rate used in the production of final

consumption good (z∗) and used in the production of technological capital (x∗)

are higher in developed economies with respect to developing economies. The
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aggregate extraction rates of renewable natural capital used in the production

of final consumption good (z∗) and technological capital (x∗) are positively

dependent on the growth rate of renewable natural capital B(φ). At φ = 0.32,

developed economies have 8.6 per cent higher growth rate of renewable natural

capital (Table (2.2)) compared to developing economies therefore the steady

state values of extraction rates used in the production of final consumption

good (z∗) and technological capital (x∗) are higher in developed economies.
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Table 2.3: BGP equilibrium at Benchmark Values

Type of Economy R∗ S∗ U∗ V ∗ W ∗ z∗ x∗

Developed 0.942 0.372 0.697 7.793 1.728 0.056 0.021

Developing 0.692 0.300 0.494 5.471 1.204 0.045 0.013

The steady state equilibrium values R∗ = y/k, S∗ =

(
xq
A

)χ

, U∗ = c/k,

V ∗ = q/k, W ∗ = A/k are positively depend on growth rate of renewable nat-

ural capital (B(φ)) and scale parameter of technology (ν(φ)) while negatively

related to the cost of financial intermediation (ξ(φ)). And it is evident from

Table (2.2) that developed economies have low cost of financial intermediation

in addition to high growth rate of renewable natural capital and scale param-

eter of technology. Therefore the steady state equilibrium values are higher

in developed economies with respect to developing. At a given level of finan-

cial development (φ = 0.32), stock of renewable natural capital per capita (q),

stock of technology (A) and consumption per capita (c) is higher for developed

economies and as a result the output per capita (y) is also higher.

2.4 Conclusion

In this chapter firstly I have proven that the unique steady state solution and

common growth rate exist for my model. Secondly I determine that financial

development impacts economic growth and BGP equilibrium through three

functions, growth rate of renewable natural capital (B(φ)), scale parameter
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of technology (ν(φ)) and the cost of financial intermediation (ξ(φ)), and the

functional forms of these functions varies across developing and developed

economies. Lastly I analyzed the BGP equilibrium at benchmark values where

and found that at φ = 0.32, the steady states values are higher for developed

economies with respect to developing.
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Chapter 3

The Stability analysis and

Numerical simulations

A stability analysis will be performed in this chapter. Firstly I will check

stability of the model by building Jacobian matrix which will be evaluated at

the steady state equilibrium. Secondly, I will perform numerical simulations

where I will access the stability of the BGP at benchmark values for both

developed and developing economies.

3.1 Stability analysis

The stability of the BGP equilibrium is checked by building Jacobian matrix of

dynamic system (equations (2.6)-(2.10)) which is then evaluated at the steady

state values. If all eigenvalues are strictly negative then the BGP equilibrium

is asymptotically stable, whereas if at least one eigenvalue is negative then

BGP equilibrium is saddle point stable, otherwise it is unstable.

In order to study the local stability of the system (U∗, R∗, S∗, z∗, x∗) I will

evaluate the trace and determinant of Jacobian matrix at the steady state

values. As, the stability of the model is dependent on the sign of the trace and
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determinant. The trace and determinant determine eigenvalues such that trace

is the sum of eigenvalues however determinant is the product of eigenvalues:

tr(J) = λ1 + λ2 + λ3 + λ4 + λ5, (3.1)

det(J) = λ1λ2λ3λ4λ5 (3.2)

The trace and determinant of J∗(U∗, R∗, S∗, z∗, x∗) are calculated by using

MAPLE 18 and given by (See Appendix C):

tr(J∗(U∗, R∗, S∗, z∗, x∗)) =
3(ρ + (σ − 1)B(φ))

σ
(3.3)

det(J∗(U∗, R∗, S∗, z∗, x∗)) =
1

(σ4(1− χ)α(1− β))
((σ − 1)B(φ) + ρ)

×(B(φ)− ρ)((−α + σ)B(φ)− (−1 + α)δσ + αρ)(B(φ) + δ)χ

×(−1 + α)((−χ− σ + 1)B(φ) + ρ(χ− 1))

which are positive provided equation (2.22) - (2.25) holds true. The same

condition also ensures the non-negativeness of the steady state values of vari-

ables (U∗, R∗, S∗, z∗, x∗). The determinant and trace of Jacobian matrix at the

steady state values are positive therefore, if the eigenvalues are real numbers

the possibilities of local stability are given by:

(1) provided tr(J) > 0 and det(J) > 0, the number of negative eigenval-

ues are either two or four (and one or three positive eigenvalues) then BGP

equilibrium is saddle path stable.

(2) provided tr(J) > 0 and det(J) > 0, the number of negative eigenvalues

are zero (and five positive eigenvalues) then BGP equilibrium is unstable.

The BGP equilibrium is either saddle path stable of dimension two or

four, or it will be unstable. Therefore, it is critical to check the stability at

benchmark values. I will perform numerical simulations to access the stability

of the BGP for both developed and developing economies in next section.
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3.2 Numerical simulations

I will conduct stability analysis by numerical examples. I have considered

two numerical examples by taking functional forms of functions that depend

of financial development such as B(φ), ν(φ) and the cost of financial inter-

mediation (ξ(φ)). I have considered linear and radical functional forms for

developing and developed economies respectively. By using standard parame-

ter values from Table (2.1), I have computed Jacobian matrix at steady state

values and further computed eigenvalues and eigenvectors for both examples.

There are three possibilities for local stability:

(1) if all eigenvalues are strictly negative then BGP equilibrium will be

stable,

(2) if at least one eigenvalue is negative then BGP equilibrium will be saddle

path stable and it’s dimension depends on number of negative eigenvalues and

lastly,

(3) if all eigenvalues are strictly positive then BGP equilibrium will be

unstable.

As in my model, the trace and determinant is positive so BGP equilibrium

is either saddle path stable or unstable.

3.2.1 Stability analysis at benchmark values for Devel-

oped Economies

I have considered radical functional forms for developed economies (refer equa-

tions (2.32), (2.34) and (2.36)). And I have used standard parameters values

from Table (2.1) to compute Jacobian matrix at steady state values. Further

eigenvalues and eigenvectors are computed by using MAPLE 18.

39



Table 3.1: Eigenvalues and Eigenvectors at Parameters Benchmark Values

(Developed Economies)

λ1 = 0.0926

v1 = [0, 0, 0, 1.5152, 0.5685]

λ2 = 0.1710

v2 = [−2.3556,−2.3805,−4.9480,−0.4802,−1.0695]

λ3 = 0.4456

v3 = [1.4481, 0.7002, 0.1678,−0.0956, 0.0206]

λ4 = −0.0783

v4 = [0.5068, 0.7547, 1.0646, 0.0124, 0.0442]

λ5 = −0.3529

v5 = [0.4436, 0.8943, 0.05142, 0.0267, 0.0038]
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Developed economies show saddle path stable transitional manifold of di-

mension two as there are two negative eigenvalues. Hence the developed econ-

omy will converge to steady state equilibrium through a saddle path.

3.2.2 Stability analysis at benchmark values for Devel-

oping Economies

I have considered linear functional forms for developing economies (refer equa-

tions (2.33), (2.35) and (2.37)). And I have used standard parameters values

from Table (2.1) to compute Jacobian matrix at steady state values. Further

eigenvalues and eigenvectors are computed by using MAPLE 18.
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Table 3.2: Eigenvalues and Eigenvectors at Parameters Benchmark Values

(Developing Economies)

λ1 = 0.0639

v1 = [0, 0, 0, 1.9805, 0.5509]

λ2 = 0.1004

v2 = [−1.4512,−1.5983,−5.6056,−0.6783,−0.8859]

λ3 = 0.3188

v3 = [1.4245, 0.6990, 0.1559,−0.1096, 0.0122]

λ4 = −0.0364

v4 = [0.2678, 0.3975, 1.0348, 0.0029, 0.0324]

λ5 = −0.2548

v5 = [0.4301, 0.9010, 0.0471, 0.0293, 0.0025]
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Developing economies show saddle path stable transitional manifold of di-

mension two as there are two negative eigenvalues. Hence developing economy

will converge to steady state equilibrium through a saddle path.

3.3 Conclusion

This chapter has analyzed the stability of the BGP equilibrium. I built Jaco-

bian matrix at steady state values which is firstly analyzed by the trace and

determinant of the matrix. Later, stability analysis is performed by numerical

simulations where I used functional forms and benchmark values from chapter

2. Numerical simulations are performed separately for developed and devel-

oping economies. And for both economies, the BGP equilibrium shows saddle

path stable transitional manifold of dimension two. Therefore the developed

as well developing economies will converge to steady state equilibrium through

a saddle path.
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Chapter 4

Effect of financial development

on BGP equilibrium and

Numerical simulations

In this chapter, I will analyze how financial development affects BGP equi-

librium and the analysis is based on two comparison groups, developing and

developed economies. In the later sections, I will perform numerical simula-

tions by analyzing the effect of change of different parameters (share of physical

capital, share of natural capital, share of technological capital and inverse of

intertemporal elasticity of substitution) on BGP equilibrium and this is also

in comparison between developing and developed economies.

4.1 Effect of financial development on BGP

equilibrium

It is clear from Chapter 2 that financial development affects BGP equilibrium

through growth rate of renewable natural capital (B(φ)), scale parameter of

technology (ν(φ)) and the cost of financial intermediation (ξ(φ)). However it is
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critical to analyze the effect of change of financial development on BGP equi-

librium. The effect of financial development on BGP equilibrium is analyzed

through graphical illustration (Figure (4.1) - (4.2)).

The effect of financial development on the aggregate extraction rates of

renewable natural capital used in the production of final consumption good

(z∗) and technological capital (x∗) are positive for both developing and de-

veloped economies (clearly visible in the Figure (4.1)). The effect of financial

development on capital accumulation is higher in early stages of development

so it is more pronounced in developing economies [Rioja and Valev (2004);

Fung (2009)]. As countries sustain their economic growth financial devel-

opment tends to have a vanishing effect (in developed economies the effect

of financial development on growth rate of renewable natural capital (B(φ))

diminishes) [Rousseau and Wachtel (2011)]. Therefore with the increase in

financial development, the steady state values of extraction rates used in the

production of final consumption good (z∗) and technological capital (x∗) for

developing economies tends to increase at a faster rate due to high growth rate

of renewable natural capital (strictly positive relationship exist between B(φ)

and φ). Hence I can conclude that strong financial institutions in developing

countries increase the growth rate of renewable natural capital with simul-

taneous increase in the usage for the production of final consumption good

and technological capital, that in result increase the speed of convergence for

developing economies [Ilyina and Samaniego (2011)].
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Figure 4.1: Effect of financial development on z∗ and x∗ in Developed vs

Developing Economies

The effect of financial development on other key variables W ∗ = A/k,

V ∗ = q/k, U∗ = c/k and R∗ = y/k is visible in Figure (4.2). The effect of

financial development on y, c, q and A are positive i.e. monotonic for both de-

veloping and developed economies whereas in the case of developed economies

financial development has vanishing effect as suggested by Rousseau and Wach-

tel (2011) and later by Arcand et al. (2015). Developing economies have

insufficient amount of investment in order to raise capital, therefore develop-

ment in financial sector increases the quantity and quality of R&D investment

by lowering the cost of financial intermediation (ξ(φ)) and increasing the scale

parameter of technology (ν(φ)). Hence financial development increases the

stock of technology A∗ by effectively allocating resources [Xu et al. (2014)]

and as a result increase the ratio of technology to physical capital (W ∗ = A/k).

However the decrease in the financial intermediation cost is higher in the early

stages of development [Philippon (2015)], therefore financial development con-

tributes to innovation to a greater extent in developing economies than in de-

veloped ones [Aghion et al. (2005); Aghion and Howitt (2008); Xu et al.

(2014)].

Moreover, in building the stock of renewable natural capital two forces
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play a critical role: firstly the financing for renewable energy projects and

secondly the stock of technology available, and both of these are dependent

on the development of financial sector [Ba et al. (2010); Calitz and Fourie

(2010); Mathews et al. (2010); Scholtens and Veldhuis (2015)]. The financial

sector’s depth and composition are the key determinant of mobilizing private

investment in renewable energy projects and hence increases the per capita

stock of renewable natural capital (q∗) and as a result increases the ratio of

renewable natural capital to physical capital (V ∗ = q/k) [Ba et al. (2010);

Brunnschweiler (2010); Marques and Fuinhas (2011); Scholtens and Veldhuis

(2015)]. While the investment constraints in renewable natural resource sector

is higher for developing economies in comparison with developed economies

and requires greater financial deepening [Lucon et al. (2006)]. Therefore at

low φ, the ratio of renewable natural capital to physical capital (V ∗) is higher

for developed economies but as financial sector develops the ratio of renewable

natural capital to physical capital (V ∗) increases at a faster rate for developing

economies.
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Figure 4.2: Effect of financial development on W ∗, V ∗, U∗ and R∗ in Developed

vs Developing Economies
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The increase in extraction rate used in the production of final consump-

tion good (z∗), extraction rate used in the production of technological capital

(x∗), the ratio of technological capital to physical capital (W ∗) and the ratio of

renewable natural capital to physical capital (V ∗) with financial development

contribute a positive impact on per capita consumption c∗ and subsequently

on the ratio of consumption to physical capital (U∗ = c/k). Similarly it is lead

to positive impact on per capita output, y∗. In my model the development

of the financial sector increases the production (production of final consump-

tion good as well as technological capital) through accumulation of renewable

natural capital. Hence the output productivity (R∗ = y/k) is dependent on

financial sector through two factors: growth of renewable natural capital and

the cost of financial intermediation. While both of these factors have greater

effect in early stages of development and afterwards they have vanishing effect

with an increase in φ. Hence the output productivity (R∗) is higher for devel-

oped economies (at low φ) but as φ increases the output productivity (R∗) for

developing economies grows at a faster rate as latter has vanishing effect with

the increase in φ [Aghion et al. (2005)]. Hence financial intermediaries exert a

positive but diminishing impact on output productivity and this result is also

in line with existing literature [King and Levine (1993a); Beck et al. (2000);

Aghion et al. (2005); Guillaumont et al. (2006)]. As a result, developing

economies reach the global frontier at a faster rate by investing in financial

sector [Berthelemy and Varoudakis (1996); Aghion et al. (2005); Xu et al.

(2014)].

From above discussion of BGP equilibrium I can conclude that a well de-

veloped financial sector direct resources towards renewable natural resource

sector where growth is driven by technology, as a result countries with well de-

veloped financial sectors display higher output growth through greater R&D

intensity [Beck et al. (2000); Aghion et al. (2005), Aghion and Howitt (2008);

Agn (2011); Ilyina and Samaniego (2011); Beck (2012)]. Moreover, the ef-
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fect of financial development is more pronounced in developing economies and

from those with high level of financial development reach to the global fron-

tier at a faster rate which will fill the divergence gap quickly [Berthelemy and

Varoudakis (1996); Aghion et al. (2005); Xu et al. (2014)].

4.2 Effects of Change in Different Parameters

on BGP Equilibrium for fixed value of de-

gree of financial development

It is clear so far that the BGP equilibrium values and economic growth is af-

fected by financial development for both developing and developed economies.

There are also other parameters in my model that affect BGP equilibrium such

as share of physical capital (α), share of renewable natural capital (β), share of

technological capital (χ) and inverse of intertemporal elasticity of substitution

(σ). Therefore it is important to analyze the effect of change of different pa-

rameters on BGP equilibrium. I will analyze the effect of different parameters

on some key variables for developing and developed economies.

4.2.1 Effects of Change in Different Parameters on BGP

Equilibrium for Developed Economies at φ = 0.32

The effect of change in the share of physical capital (α), share of renewable nat-

ural capital (β), share of technological capital (χ) and inverse of intertemporal

elasticity of substitution (σ) on BGP equilibrium for developed economies is

presented in Table (4.1). For each parameter I have considered a low and a

high value with respect to its benchmark value (refer Table (2.1)), for exam-

ple the benchmark value is σ = 1.5 and I have studied the effect of inverse

of intertemporal elasticity of substitution (σ) on BGP equilibrium by taking
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Table 4.1: Effect of change in parameters on BGP equilibrium for Developed

Economies (at φ = 0.32)

Change in parameters R∗ U∗ V ∗ W ∗ z∗ x∗

σ = 1.2 0.942 0.671 13.394 1.582 0.036 0.019

σ = 1.8 0.942 0.715 5.583 1.878 0.071 0.021

α = 0.23 1.352 1.09 10.78 2.839 0.052 0.025

α = 0.43 0.723 0.487 5.78 1.002 0.061 0.016

β = 0.21 0.942 0.697 5.10 1.717 0.045 0.032

β = 0.41 0.942 0.697 10.59 1.464 0.064 0.013

χ = 0.32 0.942 0.697 5.543 2.221 0.059 0.018

χ = 0.52 0.942 0.697 9.596 1.495 0.054 0.023

σ = 1.2 (low value) and σ = 1.8 (high value).

The change in inverse of intertemporal elasticity of substitution (σ) is pos-

itively related to all BGP equilibrium except the ratio of renewable natural

capital to physical capital (V ∗), as higher value of inverse of intertemporal

elasticity of substitution decrease the ratio of renewable natural capital to

physical capital. In developed economies, the output productivity (R∗) is only

affected by the change in share of physical capital (α), any given increase in

α will lead to decrease in R∗, as output productivity is dependent on the uti-

lization of renewable natural capital. Similarly it is evident that the increase
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in the share of physical capital will lead to decrease in ratio of consumption

to physical capital (U∗), ratio of renewable natural capital to physical capital

(V ∗), ratio of technological capital to physical capital (W ∗) as well as the ex-

traction rate used in the production of technological capital (x∗). However the

share of physical capital is positively related to aggregate extraction rate used

in the production of final consumption good (z∗).

The effect of the share of renewable natural capital (β) and share of techno-

logical capital (χ) follows similar pattern, higher the share of renewable natural

capital and technological capital higher will be the ratio of renewable natural

capital to physical capital (V ∗). However the aggregate extraction rates have a

trade-off pattern due to its respective share of factor of production. The share

of renewable natural is positively related to aggregate extraction rate used in

the production of final consumption good, likewise the share of technological

capital is positively related to aggregate extraction rate used in the production

of technological capital.

4.2.2 Effects of Change in Different Parameters on BGP

Equilibrium for Developing Economies at φ = 0.32

The effect of change in the share of physical capital (α), share of renewable nat-

ural capital (β), share of technological capital (χ) and inverse of intertemporal

elasticity of substitution (σ) on BGP equilibrium for developing economies is

presented in Table (4.2). Similar to developed economies case, for each param-

eter I have considered a low and a high value with respect to its benchmark

value (refer Table (2.1)).

52



Table 4.2: Effect of change in parameters on BGP equilibrium for Developing

Economies (at φ = 0.32)

Change in parameters R∗ U∗ V ∗ W ∗ z∗ x∗

σ = 1.2 0.692 0.482 8.185 1.087 0.034 0.013

σ = 1.8 0.692 0.502 4.172 1.320 0.053 0.012

α = 0.23 0.993 0.773 7.818 2.074 0.042 0.015

α = 0.43 0.531 0.345 3.872 0.655 0.048 0.010

β = 0.21 0.692 0.494 3.331 1.159 0.037 0.019

β = 0.41 0.692 0.494 7.902 1.054 0.049 0.010

χ = 0.32 0.692 0.494 3.632 1.651 0.047 0.011

χ = 0.52 0.692 0.494 7.010 1.004 0.043 0.014
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The change in inverse of intertemporal elasticity of substitution (σ) is pos-

itively related to all BGP equilibrium except the ratio of renewable natural

capital to physical capital (V ∗) and extraction rate used in the production of

technological capital (x∗), as higher value of inverse of intertemporal elastic-

ity of substitution decrease the ratio of renewable natural capital to physical

capital and similarly aggregate extraction rate used in the production of tech-

nological capital. However, the decrease in extraction rate used in the pro-

duction of technological capital (x∗) is negligible (increase in σ from 1.2 to 1.8

will lead to 0.1 per cent decrease in x∗). Similar to developed economies case,

in developing economies the output productivity (R∗) is only affected by the

change in share of physical capital (α), any given increase in α will lead to

decrease in R∗. Similarly it is evident that the increase in the share of physical

capital will lead to decrease in ratio of consumption to physical capital (U∗),

ratio of renewable natural capital to physical capital (V ∗), ratio of technolog-

ical capital to physical capital (W ∗) as well as the extraction rate used in the

production of technological capital (x∗). However the share of physical capital

is positively related to aggregate extraction rate used in the production of final

consumption good (z∗).

The effect of the share of renewable natural capital (β) and share of tech-

nological capital (χ) also follows similar pattern, higher the share of renewable

natural capital and technological capital higher will be the ratio of renewable

natural capital to physical capital (V ∗). However the aggregate extraction

rates have a trade-off pattern due to its respective share of factor of produc-

tion. The share of renewable natural is positively related to aggregate extrac-

tion rate used in the production of final consumption good, likewise the share

of technological capital is positively related to aggregate extraction rate used

in the production of technological capital.

54



4.3 Effects of Change in Different Parame-

ters on BGP Equilibrium with respect to

change in financial development

It is clear so far that the change in the share of physical capital (α), share of

renewable natural capital (β), share of technological capital (χ) and inverse of

intertemporal elasticity of substitution (σ) affects BGP equilibrium for both

developing and developed economies. However the effect of change in the

inverse of intertemporal elasticity of substitution (σ) and the share of physical

capital (α) on BGP equilibrium is more pronounced. As the given change in

the share of renewable natural capital (β) and share of technological capital

(χ) only affect few variables and is almost the same in both developed and

developing economies. It is critical to note that the effect of change in these

parameters are studied at φ = 0.32. Therefore it is interesting to study the

effect of change in important parameters (inverse of intertemporal elasticity of

substitution (σ) and the share of physical capital (α)) on BGP equilibrium by

changing financial development. I will study the effect of change in the share

of physical capital (α) and inverse of intertemporal elasticity of substitution

(σ) on BGP equilibrium with respect to change in financial development for

both developed and developing economies.

4.3.1 Effect of α and σ on BGP equilibrium for devel-

oped economies

The effect of change in the share of physical capital (α) and the inverse of

intertemporal elasticity of substitution (σ) on BGP equilibrium with respect

to change in financial development(φ) is in Figure (4.3) and (4.4) respectively.

In the Figure (4.3), all BGP equilibrium are negatively related to share of

physical capital except the aggregate extraction of renewable natural capital
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used in production of final consumption good, which is positively dependent on

the share of physical capital (α). It is interesting to note that, with the increase

in financial development the magnitude increases. As with the increase in φ,

any given change in the share of physical capital (α) leads to larger variation

in BGP equilibrium.
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Figure 4.3: Effect of change in α on BGP equilibrium with respect of financial

development in Developed Economies

The effect of the inverse of intertemporal elasticity of substitution (σ) on

BGP equilibrium is in Figure (4.4), as output productivity (R∗) is not de-

pendent on inverse of intertemporal elasticity of substitution (σ) therefore I

will only study the effect of the ratio of consumption to physical capital (U∗),

ratio of renewable natural capital to physical capital (V ∗), ratio of technolog-

ical capital to physical capital (W ∗), extraction rate used in the production

of final consumption good (z∗) and used in production of technological capital

(x∗). The change in inverse of intertemporal elasticity of substitution (σ) is

positively related to all BGP equilibrium except the ratio of renewable natural

capital to physical capital (V ∗), as higher value of inverse of intertemporal

elasticity of substitution (σ) decrease the ratio of renewable natural capital to

physical capital. Similar to the share of physical capital, with the increase in

financial development the magnitude increases. As with the increase in φ, any

given change in inverse of intertemporal elasticity of substitution (σ) leads to

larger variation in BGP equilibrium. However, the effect of inverse of intertem-
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poral elasticity of substitution (σ) with the change in φ is more pronounced on

the ratio of renewable natural capital to physical capital (V ∗) and extraction

rate used in the production of final consumption good (z∗).
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Figure 4.4: Effect of change of σ on BGP equilibrium with respect of financial

development in Developed Economies

4.3.2 Effect of α and σ on BGP equilibrium for devel-

oping economies

The effect of change in the share of physical capital (α) and the inverse of

intertemporal elasticity of substitution (σ) on BGP equilibrium with respect

to change in financial development(φ) is in Figure (4.5) and (4.6) respectively.

In the Figure (4.5), all BGP equilibrium are negatively related to share of

physical capital except the aggregate extraction of renewable natural capital

used in production of final consumption good, which is positively dependent

on the share of physical capital (α). Similar to developed economies case, with

the increase in financial development the magnitude increases. As with the

increase in φ, any given change in the share of physical capital (α) leads to

larger variation in BGP equilibrium.
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Figure 4.5: Effect of change in α on BGP equilibrium with respect of financial

development in Developing Economies

The effect of the inverse of intertemporal elasticity of substitution (σ) on

BGP equilibrium is in Figure (4.4), as output productivity (R∗) is not depen-

dent on inverse of intertemporal elasticity of substitution (σ) therefore I will

only study the effect of the ratio of consumption to physical capital (U∗), ratio

of renewable natural capital to physical capital (V ∗), the ratio of technologi-

cal capital to physical capital (W ∗), extraction rate used in the production of

final consumption good (z∗) and used in production of technological capital

(x∗). The change in inverse of intertemporal elasticity of substitution (σ) is

positively related to all BGP equilibrium except the ratio of renewable natural

capital to physical capital (V ∗), as higher value of inverse of intertemporal

elasticity of substitution (σ) decrease the ratio of renewable natural capital

to physical capital. Similar to the share of physical capital (α), with the in-

crease in financial development the magnitude increases. As with the increase

in φ, any given change in inverse of intertemporal elasticity of substitution (σ)

leads to larger variation in BGP equilibrium. However, the effect of inverse
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of intertemporal elasticity of substitution (σ) with the change in φ is more

pronounced on the ratio of renewable natural capital to physical capital (V ∗)

and extraction rate used in the production of final consumption good (z∗).
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Figure 4.6: Effect of change of σ on BGP equilibrium with respect of financial

development in Developing Economies

4.4 Conclusion

In this chapter I have analyzed three different effects on BGP equilibrium.

Firstly I analyzed the effect of financial development on BGP equilibrium by

changing the value of degree of financial development, φ. I found that a well

developed financial sector direct resources towards renewable natural capital

and increase output productivity. And the effect of financial development is

more pronounced in developing economies and from those with high level of

financial development reach to the global frontier at a faster rate.

Secondly, I analyzed the effect of change in key parameters on BGP equilib-

rium at a fixed value of degree of financial development (φ = 0.32). The BGP

equilibrium is affected by key parameters for both developed and developing

economies.

Lastly, I analyzed the effect of change in key parameters on BGP equilib-

rium by changing financial development. And I found that in most the cases,

the magnitude of the effect of change in key parameters on BGP equilibrium
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increases with the financial development. Therefore it is clear that financial

development not only affects BGP equilibrium itself but it also increases the

effect of change in other key parameters.
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CONCLUSIONS

The thesis aims to present a finance-extended endogenous growth model to

investigate the role of financial institutions on capital accumulation, output

productivity and economic growth. I have formulated a three-sector endoge-

nous growth model with constant returns to scale in renewable natural re-

source production in combination with physical and technological capital. In

the theoretical framework, financial institutions are incorporated in the form

of financial intermediaries in all three sectors to analyze how financial develop-

ment impacts economic growth and output productivity through the channel

of renewable natural capital. As, sound financial institutions improve savings

and investments and also effectively allocate resources in capital producing

ventures that in return enhance output productivity and economic growth.

Financial intermediaries impact all three sectors renewable natural capi-

tal, physical capital and technological capital by effecting the growth rate of

renewable natural capital B(φ), cost of financial intermediation ξ(φ), and the

scale parameter of technology ν(φ) respectively. The growth rate of renewable

natural capital and the scale parameter of technology is positively related to

financial development, higher the φ higher will be the value of B(φ) and ν(φ).

However, with the increase in financial development the cost of financial inter-

mediation decreases hence a negative relationship exists between φ and ξ(φ).

Moreover it is worth noting that the effect of financial development is high in

early stages of development and afterwards it has vanishing effect. Therefore

with an increase in φ, the growth rate of renewable natural capital (B(φ)) and

the scale parameter of technology (ν(φ)) grow at a faster rate for developing

economies. Likewise, the cost of financial intermediation (ξ(φ)) decreases at a

faster rate for developing economies. These results are also inline with existing

literature [Fung (2009); Xu et al. (2014); Philippon (2015)].

Inline with King and Levine (1993a), Beck et al. (2000) and Rioja and
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Valev (2004), I found that financial development is positively and monotoni-

cally related to economic growth. The growth rate of renewable natural capi-

tal (B(φ)) is an important determinant through which financial development

positively contribute to economic growth. Renewable natural capital accu-

mulation heavily rely on external financing so increasing financial deepening

not only ease the credit channel but also enhance the effectiveness of credit

[Brunnschweiler (2010); Kim and Park (2016)]. Furthermore, this finding also

support the empirical literature [Saidi (2006); Ba et al. (2010); Calitz and

Fourie (2010); Mathews et al. (2010); Scholtens and Veldhuis (2015)] where

it is argued that economic growth is a key determinant to private investment

in power projects and the decision of private investors is largely influenced

by country’s financial institution quality. The effect of financial development

on BGP equilibrium is also positive i.e. monotonic for both developing and

developed economies whereas in the case of developed economies financial de-

velopment has vanishing effect as suggested by Rousseau and Wachtel (2011)

and later by Arcand et al. (2015).

In this model the development of the financial sector increases the produc-

tion (production of final consumption good as well as technological capital)

through accumulation of renewable natural capital. Hence the output produc-

tivity (R∗ = y/k) is dependent on financial sector through two factors: growth

of renewable natural capital and the cost of financial intermediation. While

both of these factors have greater effect in early stages of development and

afterwards they have vanishing effect with an increase in φ. Hence the out-

put productivity (R∗) increases at a faster rate for developing economies with

respect to developed economies as latter has vanishing effect. Hence financial

intermediaries exert a positive but diminishing impact on output productivity

and this result is also in line with existing literature [King and Levine (1993a);

Beck et al. (2000); Aghion et al. (2005); Guillaumont et al. (2006)]. As a re-

sult, developing economies with high level of financial development reach global
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frontier at a faster rate which will fill the divergence gap quickly [Berthelemy

and Varoudakis (1996); Aghion et al. (2005); Xu et al. (2014); Ilyina and

Samaniego (2011)].

In my model, I have found that finance have a positive but vanishing effect

on economic growth and output productivity as suggested by Aghion et al.

(2005) that the effect of financial development diminishes as economy moves

towards the global frontier. However my results differ from Bucci and Marsiglio

(2018) where they found a non-monotonic (inverted U-shaped) relationship of

financial development and economic growth exists when the depreciation effect

of human capital off sets the productivity effect of human capital. The critical

assumption in their model is the relationship of depreciation with financial

development as depreciation is a function of financial development which is

not necessarily true in every sector. Lastly in their model the non-monotonic

relationship exists only under specific functional forms of productivity and

depreciation of human capital. As the monotonic relationship exists under

linear functional forms of productivity and depreciation of human capital and

non-monotonic under exponential and quadratic forms of productivity and de-

preciation of human capital. In my model, economic growth is only affected

by the productivity effect of renewable natural capital as there is no deprecia-

tion effect. Hence I would suggest that more theoretical research is necessary

to study finance-growth relationship. In this regards, future research can be

done by including an externality in renewable natural resource sector or by

incorporating non-renewable natural resource sector in the model.

To sum up all, a well developed financial sector direct resources towards

renewable natural resource sector where growth is driven by technology, as

a result countries with well developed financial sector display higher output

growth [Beck et al. (2000); Aghion et al. (2005), Aghion and Howitt (2008);

Agn (2011); Ilyina and Samaniego (2011); Beck (2012)]. And the effect of

financial development diminishes as economy moves towards the global fron-
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tier, therefore developing economies with high level of financial development

reach global frontier at a faster rate which will fill the divergence gap quickly

[Berthelemy and Varoudakis (1996); Aghion et al. (2005); Xu et al. (2014);

Ilyina and Samaniego (2011)]. Hence, I can conclude that policy makers

in developing economies should focus on their financial institutions in order

to enhance output productivity and economic growth through investment in

renewable natural capital.

67



Bibliography

Aghion, P. and Howitt, P. (1992). A Model of Growth Through Creative De-

struction, Econometrica, 60, 323-351.

Aghion, P. and Howitt, P. (1998). Endogenous Growth Theory, Cambridge

MA: MIT Press.

Aghion, P. and Howitt, P. (2005). Growth with quality-improving innovations:

an integrated framework. Handbook of economic growth, 1, 67-110.

Aghion, P. and Howitt, P. (2008). The economics of growth. MIT press. 494-

513.

Aghion, P., Howitt, P. and Mayer-Foulkes, D. (2005). The effect of financial

development on convergence: Theory and evidence. The Quarterly Journal

of Economics, 120(1), 173-222.

Ang, J.B. (2011). Financial development, liberalization and technological deep-

ening. European Economic Review, 55(5), 688-701.

Aizenman, J., Jinjarak, Y. and Park, D. (2015). Financial development and

output growth in developing Asia and Latin America: A comparative sec-

toral analysis (No. w20917). National Bureau of Economic Research.

Antoci, A., Galeotti, M. and Russu, P. (2011). Poverty trap and global inde-

terminacy in a growth model with open-access natural resources. Journal of

Economic Theory, 146(2), 569-591.

68



Arcand, J.L., Berkes, E. and Panizza, U. (2015). Too much finance?. Journal

of Economic Growth, 20(2), 105-148.

Armeanu, D., Vintila, G. and Gherghina, S. (2017). Does renewable energy

drive sustainable economic growth? Multivariate panel data evidence for

EU-28 countries. Energies, 10(3), 381.

Arrow, K.J. (1968). Applications of Control Theory to Economic Growth, in

Veinott, A. F., & Dantzig, G. B. (Eds.) Mathematics of the decision sciences,

Part 2, American Mathematical scociety 11, 85.

Auty, R. (2001). The Political Economy of Resource-Driven Growth. European

Economic Review, 45(46), 839-846.

Auty, R. (2007). Natural resources, capital accumulation and the resource

curse. Ecological Economics, 61, 627-634.

Ayong Le Kama, A. (2001). Sustainable growth, renewable resources and pol-

lution. Journal of Economic Dynamics and Control, 25, 1911-1918.

Aznar-Marquez, J. and Ruiz-Tamarit, J.R. (2005). Renewable natural re-

sources and endogenous growth. Macroeconomic dynamics, 9(2), 170-197.

Ba, L., Noumba Um, P. and Gasmi, F. (2010). Is the level of financial sector

development a key determinant of private investment in the power sector?.

The World Bank.

Barbier, E.B. (1999). Endogenous growth and natural resource scarcity. Envi-

ronmental and Resource Economics, 14, 51-74.

Beck, T. (2012). The role of finance in economic developmentbenefits, risks,

and politics. Oxford Handbook of Capitalism, 161-203.

Beck, T., Levine, R. and Loayza, N. (2000). Finance and the Sources of

Growth. Journal of financial economics, 58(1-2), 261-300.

69



Beck, R., Georgiadis, G. and Straub, R. (2014). The finance and growth nexus

revisited. Economics Letters, 124(3), 382-385.

Bencivenga, V. and Smith, B. (1991). Financial intermediation and endogenous

growth. Review of Economic Studies, 58, 195-209.

Berthelemy, J.C. and Varoudakis, A. (1996). Economic growth, convergence

clubs, and the role of financial development. Oxford economic papers, 48(2),

300-328.

Bhattacharya, M., Paramati, S.R., Ozturk, I. and Bhattacharya, S. (2016).

The effect of renewable energy consumption on economic growth: Evidence

from top 38 countries. Applied Energy, 162, 733-741.

Brander, J.A. and Taylor, M.S. (1998). The simple economics of Easter Island:

A Ricardo-Malthus model of renewable resource use. American Economic

Review, 88, 119-138.

Bretschger, L. and Smulders, S. (2012). Sustainability and substitution of ex-

haustible natural resources: How structural change affects long-term R&D

investments. Journal of Economic Dynamics and Control, 36(4), 536-549.

Brunnschweiler, C.N. (2010). Finance for renewable energy: an empirical anal-

ysis of developing and transition economies. Environment and Development

Economics, 15(3), 241-274.

Bucci, A. and Marsiglio, S. (2018). Financial Development and Economic

Growth: Long Run Equilibrium and Transitional Dynamics. Scottish Jour-

nal of Political Economy, DOI: 10.1111/sjpe.12182.

Calice, P. and Zhou, N. (2018). Benchmarking costs of financial intermediation

around the world. The World Bank.

70



Calitz, E. and Fourie, J. (2010). Infrastructure in South Africa: Who is to

finance and who is to pay?. Development Southern Africa, 27(2), 177-191.

Carlin, W. and Mayer, C. (2003). Finance, investment, and growth. Journal

of financial Economics, 69(1), 191-226.

Cecchetti, S. and Kharroubi, E. (2012). Reassessing the impact of finance on

growth. BIS WP 381. Basel: Bank for International Settlements.

Chaudhry, A., Tanveer, H. and Naz, R. (2017). Unique and multiple equilibria

in a macroeconomic model with environmental quality: An analysis of local

stability. Economic Modelling, 63, 206-214.

Easterly, W. and Levine, R. (2001). It’s not factor accumulation: stylized facts

and growth models. World Bank Economic Review, 15, 177-219.

Eliasson, L. and Turnovsky, S.J.(2004). Renewable Resources in an Endoge-

nously Growing Economy: Balanced Growth and Transitional Dynamics.

Journal of Environmental Economics and Management, 48(3), 1018-1049.

Fung, M.K. (2009). Financial development and economic growth: convergence

or divergence?. Journal of international money and finance, 28(1), 56-67.

Guillaumont J.S., Hua, P. and Liang, Z. (2006). Financial development, eco-

nomic efficiency, and productivity growth: Evidence from China. The De-

veloping Economies, 44(1), 27-52.

Grimaud, A. and Roug, L. (2003). Non-renewable resources and growth with

vertical innovations: optimum, equilibrium and economic policy. Journal of

Environmental Economics and Management, 45, 433-453.

Groth, C. (2005). Growth and Non-renewable Resources Revisited. Working

paper, University of Copenhagen.

71



Gylfason, T. (2001). Natural resources, education and economic development.

European Economic Review, 45, 847-859.

Gylfason, T. and Zoega, G. (2006). Natural resources and economic growth:

The role of investment. World Economy, 29(8), 1091-1115.

Ilyina, A. and Samaniego, R. (2011). Technology and financial development.

Journal of Money, Credit and Banking, 43(5), 899-921.

Jeanblanc, M., Yor, M. and Chesney, M. (2009). Mathematical methods for

financial markets. Springer Science and Business Media.

Jones, C. I. (2005). Growth and ideas. In Handbook of economic growth, 1,

1063-1111.

Kim, J. and Park, K. (2016). Financial development and deployment of renew-

able energy technologies. Energy Economics, 59, 238-250.

King, R.G. and Levine, R. (1993a). Finance, entrepreneurship and growth.

Journal of Monetary economics, 32(3), 513-542.

King, R.G. and Levine, R. (1993b). Finance and Growth: Schumpeter Might

Be Right. Quarterly Journal Economics, 108(3), 717-737.

Klenow, P.J. and Rodriguez-Clare, A. (1997). The neoclassical revival in

growth economics: Has it gone too far?. NBER macroeconomics annual,

12, 73-103.

Kortum S.S. (1993). Equilibrium R&D and the Patent R&D Ratio: U.S. Evi-

dence. American Economic Review, 83(2), 450457.

La Torre and Marsiglio, S. (2010). Endogenous technological progress in a

multi-sector growth model. Economic Modelling, 27(5), 1017-1028.

72



Law, S.H. and Singh, N. (2014). Does too much finance harm economic

growth?. Journal of Banking and Finance, 41, 36-44.

Levine, R. (1997). Financial Development and Economic Growth: Views and

Agenda. Journal of Economic Literature, 35(2), 688-726.

Levine, R. (2005). Finance and growth: theory and evidence. Handbook of

economic growth, 1, 865-934.

Levine, R. and Zervos, S. (1998a). Stock markets, banks, and economic growth.

American Economic Review, 537-558.

Li, C. and Lofgren, K. (2000). Renewable resources and economic sustain-

ability: A dynamic analysis with heterogeneous timepreferences. Journal of

Environmental Economics and Management, 40, 236-250.

Lucas, R.E., Jr. (1988). On the mechanics of economic development. Journal

of Monetary Economics, 22, 3-42.

Lucon, O., Painuly, J.P., Fifita, S., Avizu, D.E., Tsuchiya, H. and Wohlge-

muth, N. (2006). Is renewable energy cost-effective?. In Natural Resources

Forum, 30, 238-240.

Mangasarian, O.L. (1966). Sufficient conditions for the optimal control of non-

linear systems. SIAM Journal on Control, 4(1), 139-152.

Mankiw, G.N., Romer, D. and Weil, D.N. (1992). A contribution to the em-

pirics of economic growth. Quarterly Journal of Economics, 107(2), 407437.

Mathews, J.A., Kidney, S., Mallon, K. and Hughes, M. (2010). Mobilizing

private finance to drive an energy industrial revolution, Energy Policy, 38,

3263-3265.

73



Marques, A.C. and Fuinhas, J.A. (2011). Drivers promoting renewable energy:

A dynamic panel approach, Renewable and Sustainable Energy Reviews, 15,

1601-1608.

Masten, A.B., Coricelli, F. and Masten, I. (2008). Non-linear growth effects of

financial development: Does financial integration matter?. Journal of Inter-

national Money and Finance, 27(2), 295-313.

Mazzucato, M. and Semieniuk, G. (2018). Financing renewable energy: Who

is financing what and why it matters. Technological Forecasting and Social

Change, 127, 8-22.

Mulligan, R. and Sala-i-Martin, X. (1993). Transitional dynamics in two-sector

models of endogenous growth. Quarterly Journal of Economics, 108, 739773.

Nili, M. and Rastad, M. (2007). Addressing the growth failure of the oil

economies: The role of financial development. The Quarterly Review of

Economics and Finance, 46, 726-740.

Pagano, M. (1993). Financial markets and growth: an overview. European

Economic Review, 37, 613-22.

Philippon, T. (2015). Has the US finance industry become less efficient? On

the theory and measurement of financial intermediation. American Economic

Review, 105(4), 1408-38.

Pontryagin, L.S. (1987). Mathematical theory of optimal processes. CRC Press.

Rafindadi, A.A. and Ozturk, I. (2017). Impacts of renewable energy consump-

tion on the German economic growth: Evidence from combined cointegra-

tion test. Renewable and Sustainable Energy Reviews, 75, 1130-1141.

Rajan, R. and Zingales, L. (1998). Financial development and growth. Amer-

ican Economic Review, 88(3), 559-586.

74



Robinson, J.A., Torvik, R. and Verdier, T. (2006). Political foundations of the

resource curse, Journal of Development Economics, 79(2), 447-468.

Rousseau, P.L. and Wachtel, P. (2011). What is happening to the impact of

financial deepening on economic growth?. Economic inquiry, 49(1), 276-288.

Rioja, F. and Valev, N. (2004). Finance and the sources of growth at various

stages of economic development. Economic Inquiry, 42(1), 127-140.

Romer, P.M. (1990). Endogenous Technical Change. Journal of political Econ-

omy, 98(5-2), 71-102.

Russu, P. (2012). Balanced growth path in Capital-resource growth model.

International Journal of Pure and Applied Mathematics, 81(3), 463-470.

Sachs, J.D. and Warner, A.M. (1995). Natural Resource Abundance and Eco-

nomic Growth. NBER working paper 5398.

Saidi, N. (2006). Infrastructure: Key to economic and financial development

in MENA. International Financial Centre Authority, Dubai.

Samargandi, N., Fidrmuc, J. and Ghosh, S. (2015). Is the relationship between

financial development and economic growth monotonic? Evidence from a

sample of middle-income countries. World Development, 68, 66-81.

Scholtens, B. and Veldhuis, R. (2015). How does the development of the finan-

cial industry advance renewable energy? A panel regression study of 198

countries over three decades.German Economic Association. Session: Envi-

ronmental Economics III, No. C13-V2, ZBW.

Scholz, C. and Ziemes, G. (1999). Exhaustible resources, monopolistic com-

petition, and endogenous growth. Environmental and Resource Economics,

13, 169-185.

75



Shahbaz, M., Naeem, M., Ahad, M. and Tahir, I. (2018). Is natural resource

abundance a stimulus for financial development in the USA? Resource Pol-

icy, 55, 223-232.

Soedarmono, W., Hasan, I. and Arsyad, N. (2017). Non-linearity in the finance-

growth nexus: Evidence from Indonesia. International Economics, 150, 19-

35.

Stijns, J. (2006). Natural Resource Abundance and Human Capital Accumu-

lation. World Development, 34(6), 1060-1083.

Torvik, R. (2002). Natural resources, rent seeking and welfare, Journal of De-

velopment Economics, 67, 455-470.

Trew, A. (2014). Finance and balanced growth. Macroeconomic Dynamics, 18,

883-98.

United Nations (1997). Glossary of Environment Statistics, Studies in Meth-

ods, Series F, No. 67, United Nations, New York.

Uzawa, H. (1965). Optimum technical change in an aggregate model of eco-

nomic growth. International Economic Review, 6, 18-31.

Valente, S. (2010). Endogenous Growth, Backstop Technology Adoption, And

Optimal Jumps. Macroeconomic Dynamics, 15, 293-325.

Wadho, W.A. (2014). Education, rent seeking and the curse of natural re-

sources. Economics and Politics, 26(1), 128-156.

Wirl, F. (2004). Sustainable growth, renewable resources and pollution:

Thresholds and cycles. Journal of Economic Dynamics and Control, 28,

1149-1157.

Xu, Z. (2000). Financial development, investment, and economic growth. Eco-

nomic inquiry, 38(2), 331-344.

76



Xu, Y., Hsu, P.H. and Tian, X. (2014). Financial development and innovation:

Cross-country evidence. Journal of Financial Economics, 112(1), 116-135.

Yuxiang, K. and Chen, Z. (2011). Resource abundance and financial develop-

ment: Evidence from China.Resources Policy, 36, 72-79.

Zubikova, A. (2018). Curse or Blessing: Economic growth and natural re-

sources. Agricultural and Resource Economics, 4, 20-41.

77



Appendix A

As mentioned in Chapter 1, the solution of the model does not exist for the

original variables so I will use dimensionality reduction technique by taking

ratios of variables. Therefore I can study the dynamics of simplified system by

introducing the variables: U = c
k
, V = q

k
and W = A

k
. The time derivatives of

these variables are as follows:

U̇

U
=

ċ

c
− k̇

k
(A-1)

V̇

V
=

q̇

q
− k̇

k
(A-2)

Ẇ

W
=

Ȧ

A
− k̇

k
(A-3)

With the aid of equations (1.46)-(1.48) and (1.57), I can rewrite equations

(A-1), (A-2) and (A-3) as follows:

U̇

U
=

1

σ

[
(α− σ)(1− ξ(φ))kα−1(zq)βA1−α−β − (1− σ)δ − ρ + σ

c

k

]
(A-4)

V̇

V
= B(φ)(1− z − x)− z − x− (1− ξ(φ))kα(zq)βA1−α−β + δ +

c

k
(A-5)

Ẇ

W
= ν(φ)

(
xq

A

)χ

− (1− ξ(φ))kα(zq)βA1−α−β + δ +
c

k
(A-6)

By using the variables U = c
k
, V = q

k
and W = A

k
in equations (A-4), (A-5), (A-

6), (1.58) and (1.59) I can derive following system of five nonlinear differential

equations:

U̇

U
=

1

σ

[
(α− σ)(1− ξ(φ))(zV )βW 1−α−β − (1− σ)δ − ρ + σU

]
(A-7)

V̇

V
= B(φ)(1− z − x)− z − x− (1− ξ(φ))(zV )βW 1−α−β + δ + U (A-8)

Ẇ

W
= ν(φ)

(
xV

W

)χ

− (1− ξ(φ))(zV )βW 1−α−β + δ + U (A-9)
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ż

z
=

1

β − 1

[
αU − (1− α)δ − βB(φ)− (1− α− β)ν(φ)

(
xV

W

)χ

(A-10)

−(1− β)(B(φ) + 1)(z + x)

]
,

ẋ

x
=

1

χ− 1

[
χν(φ)(1− α− β)

β

z

x

(
xV

W

)χ

− χB(φ)

(A-11)

−(1− χ)(B(φ) + 1)(z + x)

]
.

Moreover, by introducing the variables R = (zV )βW 1−α−β and S =

(
xV
W

)χ

, I

can rewrite the system as follows:

U̇

U
=

1

σ

[
(α− σ)(1− ξ(φ))R− (1− σ)δ − ρ + σU

]
(A-12)

V̇

V
= B(φ)(1− z − x)− z − x− (1− ξ(φ))R + δ + U (A-13)

Ẇ

W
= ν(φ)S − (1− ξ(φ))R + δ + U (A-14)

ż

z
=

1

β − 1

[
αU − (1− α)δ − βB(φ)− (1− α− β)ν(φ)S

(A-15)

−(1− β)(B(φ) + 1)(z + x)

]

ẋ

x
=

1

χ− 1

[
χν(φ)(1− α− β)

β

z

x
S − χB(φ)

(A-16)

−(1− χ)(B(φ) + 1)(z + x)

]

The time derivatives of the variables R = (zV )βW 1−α−β and S =

(
xV
W

)χ

are

as follows:

Ṙ

R
= β(

ż

z
+

V̇

V
) + (1− α− β)

Ẇ

W
(A-17)

Ṡ

S
= χ(

ẋ

x
+

V̇

V
− Ẇ

W
) (A-18)
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further can be written as follows:

Ṙ

R
=

(
α + β − 1

β − 1

)
U −

(
β

β − 1

)
B(φ)− (1− α)(1− ξ(φ))R

(A-19)

−
(

1− α− β

β − 1

)
ν(φ)S −

(
1− α

β − 1

)
δ

Ṡ

S
=

χ2ν(φ)(1− α− β)

β(χ− 1)

z

x
S − χν(φ)S −

(
χ

χ− 1

)
B(φ) (A-20)
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Appendix B

The steady state solution of five dynamical equations system can be found by

setting (2.6)-(2.10) equal to zero:

0 = (α− σ)(1− ξ(φ))R∗ − (1− σ)δ − ρ + σU∗ (B-1)

0 = B(φ)(1− z∗ − x∗)− z∗ − x∗ − (1− ξ(φ))R∗ + δ + U∗ (B-2)

0 = ν(φ)S∗ − (1− ξ(φ))R∗ + δ + U∗ (B-3)

0 = αU∗ − (1− α)δ − βB(φ)− (1− α− β)ν(φ)S∗

(B-4)

−(1− β)(B(φ) + 1)(z∗ + x∗)

0 =
χν(φ)(1− α− β)

β

z∗

x∗
S∗ − χB(φ)− (1− χ)(B(φ) + 1)(z∗ + x∗) (B-5)

By plugging equation (B-2) into equation (B-3) I will obtain,

ν(φ)S∗ −B(φ)(1− z∗ − x∗) + z∗ + x∗ = 0 (B-6)

ν(φ)S∗ −B(φ) + B(φ)z∗ + B(φ)x∗ + z∗ + x∗ = 0 (B-7)

(B(φ) + 1)(z∗ + x∗) = B(φ)− ν(φ)S∗ (B-8)

substituting equation (B-8) into equation (B-4) I will get,

αU∗−(1−α)δ−βB(φ)−(1−α−β)ν(φ)S∗−(1−β)(B(φ)−ν(φ)S∗) = 0 (B-9)

αU∗ = B(φ)− αν(φ)S∗ + (1− α)δ (B-10)

U∗ =
B(φ)

α
− ν(φ)S∗ +

(1− α)

α
δ (B-11)

substituting value from equation (B-11) into equation (B-1):

(α−σ)(1−ξ(φ))R∗−(1−σ)δ−ρ+
σ

α
B(φ)−σν(φ)S∗+

σ(1− α)

α
δ = 0 (B-12)

R∗ =
1

(α− σ)(1− ξ(φ))

[
ρ− σ

α
B(φ) + σν(φ)S∗ +

α− σ

α
δ

]
(B-13)
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Now, by plugging value from equations (B-11)and (B-13) into equation (B-3),

I can find steady state value of S∗:

ν(φ)S∗ − 1

α− σ

[
ρ− σ

α
B(φ) + σν(φ)S∗ +

α− σ

α
δ

]

(B-14)

+
B(φ)

α
− ν(φ)S∗ +

(1− α)

α
δ + δ = 0

1

α− σ

[
B(φ)− ρ− σν(φ)S∗

]
= 0 (B-15)

S∗ =
B(φ)− ρ

σν(φ)
(B-16)

by using value from equation (B-16), equation (B-11) and (B-13) can be written

as:

U∗ =
B(φ)

α
− ν(φ)

B(φ)− ρ

σν(φ)
+

(1− α)

α
δ (B-17)

U∗ =
B(φ)σ − α(B(φ)− ρ)

ασ
+

(1− α)

α
δ (B-18)

R∗ =
1

(α− σ)(1− ξ(φ))

[
ρ− σ

α
B(φ) + σν(φ)

B(φ)− ρ

σν(φ)
+

α− σ

α
δ

]
(B-19)

=
1

(α− σ)(1− ξ(φ))

[
α− σ

α
B(φ) +

α− σ

α
δ

]
(B-20)

R∗ =
B(φ) + δ

α(1− ξ(φ))
(B-21)

Now, with the aid of equation (B-5) and (B-8) , I will get,

χν(φ)(1− α− β)

β

z∗

x∗
S∗ − χB(φ)− (1− χ)(B(φ)− ν(φ)S∗) = 0 (B-22)

χν(φ)(1− α− β)

β

z∗

x∗
S∗ = B(φ)− (1− χ)ν(φ)S∗ (B-23)

substituting value of S∗ from equation (B-16)

χ(1− α− β)

β

z∗

x∗

(
B(φ)− ρ

σ

)
= B(φ)− (1− χ)

(
B(φ)− ρ

σ

)
(B-24)

χ(1− α− β)(B(φ)− ρ)z∗ = β(σB(φ)− (1− χ)(B(φ)− ρ))x∗ (B-25)

z∗ =
βχ(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))

χ(1− α− β)(B(φ)− ρ)
x∗ (B-26)
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by plugging value from (B-16) and (B-26) into equation (B-8) I can compute

steady state value of x∗:

(B(φ) + 1)

[
βχ(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))

χ(1− α− β)(B(φ)− ρ)
x∗ + x∗

]

(B-27)

= B(φ)− B(φ)− ρ

σ

x∗(B(φ) + 1)

[
βχ(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))

χ(1− α− β)(B(φ)− ρ)
+ 1

]

(B-28)

=
σB(φ) + ρ−B(φ)

σ

x∗(B(φ) + 1)

[
χ(1− α)(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))

χ(1− α− β)(B(φ)− ρ)

]

(B-29)

=
σB(φ) + ρ−B(φ)

σ

x∗ =
χ(1− α− β)(B(φ)− ρ)(σB(φ) + ρ−B(φ))

σ(B(φ) + 1)[χ(1− α)(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))]
(B-30)

substituting the value of x∗ from equation (B-30) in equation (B-26) yields:

z∗ =

[
βχ(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))

χ(1− α− β)(B(φ)− ρ)

]

(B-31)[
χ(1− α− β)(B(φ)− ρ)(σB(φ) + ρ−B(φ))

σ(B(φ) + 1)[χ(1− α)(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))]

]

z∗ =
(σB(φ) + ρ−B(φ))[βχ(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))]

σ(B(φ) + 1)[χ(1− α)(B(φ)− ρ) + β(σB(φ) + ρ−B(φ))]
(B-32)

Lastly, I can derive the values of V and W by using the variables R∗ =

(z∗V ∗)βW ∗1−α−β and S∗ =

(
x∗V ∗
W ∗

)χ

:

V ∗ =

(
x∗

α+β−1R∗

z∗βS∗
α+β−1

χ

) 1
1−α

(B-33)

W ∗ =

(
x∗R∗ 1

β

z∗S∗
1
χ

) β
1−α

(B-34)
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Appendix C

I have build Jacobian matrix to study the local stability of the steady state

equilibrium. The Jacobian matrix, J(U,R, S, z, x) is:

J =




∂U̇
∂U

∂U̇
∂R

∂U̇
∂S

∂U̇
∂z

∂U̇
∂x

∂Ṙ
∂U

∂Ṙ
∂R

∂Ṙ
∂S

∂Ṙ
∂z

∂Ṙ
∂x

∂Ṡ
∂U

∂Ṡ
∂R

∂Ṡ
∂S

∂Ṡ
∂z

∂Ṡ
∂x

∂ż
∂U

∂ż
∂R

∂ż
∂S

∂ż
∂z

∂ż
∂x

∂ẋ
∂U

∂ẋ
∂R

∂ẋ
∂S

∂ẋ
∂z

∂ẋ
∂x




By using the five dynamical system of equations (2.6)-(2.10) I calculated ele-

ments or entries of Jacobian matrix, J , as follows:

∂U̇

∂U
=

α− σ

σ
(1− ξ(φ))R− 1− σ

σ
δ − ρ

σ
+ 2U (C-1)

∂U̇

∂R
=

α− σ

σ
(1− ξ(φ))U (C-2)

∂U̇

∂S
= 0 (C-3)

∂U̇

∂z
= 0 (C-4)

∂U̇

∂x
= 0 (C-5)

∂Ṙ

∂U
=

α + β − 1

β − 1
R (C-6)

∂Ṙ

∂R
=

α + β − 1

β − 1
U − β

β − 1
B(φ)− 2(1− α)(1− ξ(φ))R

(C-7)

−1− α− β

β − 1
ν(φ)S − 1− α

β − 1
δ

∂Ṙ

∂S
= −1− α− β

β − 1
ν(φ)R (C-8)

∂Ṙ

∂z
= 0 (C-9)
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∂Ṙ

∂x
= 0 (C-10)

∂Ṡ

∂U
= 0 (C-11)

∂Ṡ

∂R
= 0 (C-12)

∂Ṡ

∂S
=

2χ2ν(φ)(1− α− β)

β(χ− 1)

z

x
S − 2χν(φ)S − χ

χ− 1
B(φ) (C-13)

∂Ṡ

∂z
=

χ2ν(φ)(1− α− β)

β(χ− 1)

S2

x
(C-14)

∂Ṡ

∂x
= −χ2ν(φ)(1− α− β)

β(χ− 1)

z

x2
S2 (C-15)

∂ż

∂U
=

α

β − 1
z (C-16)

∂ż

∂R
= 0 (C-17)

∂ż

∂S
= −(1− α− β)ν(φ)

β − 1
z (C-18)

∂ż

∂z
=

1

β − 1

[
αU − (1− α)δ − βB(φ)− (1− α− β)ν(φ)S

]

(C-19)

+(B(φ) + 1)(2z + x)

∂ż

∂x
= (B(φ) + 1)z (C-20)

∂ẋ

∂U
= 0 (C-21)

∂ẋ

∂R
= 0 (C-22)

∂ẋ

∂S
=

χν(φ)(1− α− β)

β(χ− 1)
z (C-23)

∂ẋ

∂z
=

χν(φ)(1− α− β)

β(χ− 1)
S + (B(φ) + 1)x (C-24)

∂ẋ

∂x
= − χ

χ− 1
B(φ) + (B(φ) + 1)(z + 2x) (C-25)
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whereas at the steady state I can write the Jacobian

matrix,J∗(U∗, R∗, S∗, z∗, x∗) as follows:

J∗ =




a11 a12 a13 a14 a15

a21 a22 a23 a24 a25

a31 a32 a33 a34 a35

a41 a42 a43 a44 a45

a51 a52 a53 a54 a55




a11 = U∗ (C-26)

a12 =
α− σ

σ
(1− ξ(φ))U∗ (C-27)

a13 = 0 (C-28)

a14 = 0 (C-29)

a15 = 0 (C-30)

a21 =
α + β − 1

β − 1
R∗ (C-31)

a22 = −(1− α)(1− ξ(φ))R∗ (C-32)

a23 = −1− α− β

β − 1
ν(φ)R∗ (C-33)

a24 = 0 (C-34)

a25 = 0 (C-35)

a31 = 0 (C-36)

a32 = 0 (C-37)

a33 =
χ2ν(φ)(1− α− β)

β(χ− 1)

z∗

x∗
S∗ − χν(φ)S∗ (C-38)

a34 =
χ2ν(φ)(1− α− β)

β(χ− 1)

S∗2

x∗
(C-39)

a35 = −χ2ν(φ)(1− α− β)

β(χ− 1)

z∗

x∗2
S∗2 (C-40)

a41 =
α

β − 1
z∗ (C-41)
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a42 = 0 (C-42)

a43 = −(1− α− β)ν(φ)

β − 1
z∗ (C-43)

a44 = (B(φ) + 1)z∗ (C-44)

a45 = (B(φ) + 1)z∗ (C-45)

a51 = 0 (C-46)

a52 = 0 (C-47)

a53 =
χν(φ)(1− α− β)

β(χ− 1)
z∗ (C-48)

a54 =
χν(φ)(1− α− β)

β(χ− 1)
S∗ + (B(φ) + 1)x∗ (C-49)

a55 = −χν(φ)(1− α− β)

β(χ− 1)

z∗

x∗
S∗ + (B(φ) + 1)x∗ (C-50)

by plugging steady states values from (2.11)-(2.15), I can rewrite the Jacobian

matrix,J∗(U∗, R∗, S∗, z∗, x∗) as follows:



(σ−α)B(φ)+αρ+δ(σ−σα)
σα

(α−σ)(1−ξ(φ))((σ−α)B(φ)−αρ−δ(σ−σα))
ασ2

(−1+α+β)(B(φ)+δ)
α(β−1)(1−ξ(φ))

(α−1)(B(φ)+δ)
α

0 0

αβ(σB(φ)−B(φ)+ρ)(χB(φ)+σB(φ)−B(φ)−χρ+ρ)
(β−1)σ(B(φ)+1)[B(φ)(αχ−βσ+β−χ)−ρ(αχ+β−χ)]

0

0 0







0

(−1+α+β)ν(φ)(B(φ)+δ)
(β−1)α(1−ξ(φ))

χB(φ)
χ−1

− (−1+α+β)ν(φ)β((σ−1)B(φ)+ρ)((χ+σ−1)B(φ)+ρ(1−χ))
(β−1)σ(B(φ)+1)[B(φ)(αχ−βσ+β−χ)−ρ(αχ+β−χ)]

(−1+α+β)ν(φ)χ((σ−1)B(φ)+ρ)(χ+σ−1)B(φ)+ρ(1−χ)
(β−1)σ(B(φ)+1)[B(φ)(αχ−βσ+β−χ)−ρ(αχ+β−χ)]







0

0

−χ(B(φ)−ρ)(B(φ)+1)[B(φ)(αχ−βσ+β−χ)−ρ(αχ+β−χ)]
σν(φ)β(χ−1)((σ−1)B(φ)+ρ)

−β((σ−1)B(φ)+ρ)[χ(B(φ)−ρ)+(σ−1)B(φ)]
σ(B(φ)(αχ−βσ+β−χ)−ρ(αχ+β−χ))

−χ2(−1+α+β)(B(φ)−ρ)[(B(φ)−ρ)(α−1)−β((σ−1)B(φ)+ρ)
σβ(χ−1)(B(φ)(αχ−βσ+β−χ)−ρ(αχ+β−χ))



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


0

0

− (B(φ)+1)[χ(B(φ)−ρ)+(σ−1)B(φ)+ρ](B(φ)(αχ−βσ+β−χ)−ρ(αχ+β−χ))
σν(φ)(−1+α+β)(χ−1)(B(φ)(αχ−βσ+β−χ)−ρ(αχ+β−χ))

−β((σ−1)B(φ)+ρ)[χ(B(φ)−ρ)+(σ−1)B(φ)+ρ]
σ(B(φ)(αχ−βσ+β−χ)−ρ(αχ+β−χ))

(((1−α−β)σ+β+2α−2)χ2+(2(σ−1))(−1+α)χ−β(σ−1)2)B(φ)2

σ(χ−1)[χ(1−α)(B(φ)−ρ)+β((σ−1)B(φ)+ρ)]

+ (((α+β−1)σ−2β−4α+4)χ2−(2(σ−2))(−1+α)χ−2β(σ−1))ρB(φ)+ρ2((β+2α−2)χ+β)(χ−1)
σ(χ−1)[χ(1−α)(B(φ)−ρ)+β((σ−1)B(φ)+ρ)]



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